Simulation and experimental approach for shot velocity evaluation in ultrasonic shot peening
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Abstract — The process of ultrasonic shot peening has been studied from two aspects: (a) a 3D numerical model of shot motion in the peening chamber based on the theory of granular gases, (b) an experimental setup developed for measuring shot velocity distribution in the chamber and impact locations on the peened surface. The aim of such study is to propose an experimental method providing shot trajectories in order to validate the 3D model for the process parameter optimization, used for example in the aeronautic industry. The presented results illustrate the value of the model in the understanding and mastering of the process, as well as its usefulness, on one hand for the design of peening chambers, and on the other hand for a better definition of numerical models that help to predict residual stresses generated in the peened material.
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Résumé — Simulation et approche expérimentale pour l’évaluation des vitesses de billes pour le grenaillage ultrasons. Nous avons étudié le procédé de grenaillage ultrasons sous deux aspects : (a) un modèle numérique 3D de la dynamique des billes dans l’enceinte de traitement basé sur la théorie des gaz granulaires, (b) un dispositif expérimental développé pour mesurer la distribution des vitesses des billes dans l’enceinte et au niveau de la surface traitée. L’intérêt d’une telle étude est de proposer une méthode expérimentale qui donne accès aux trajectoires des billes et de valider le modèle numérique pour optimiser les paramètres de ce procédé, utilisé par exemple en aéronautique. Les résultats présentés dans ce manuscrit illustrent l’intérêt du modèle dans la compréhension et la maîtrise du procédé, ainsi que son utilité, d’une part pour la conception des enceintes de grenaillage, et d’autre part pour une meilleure formulation de modèles numériques servant à la prédiction des contraintes résiduelles générées dans le matériau grenaillé.
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1 Introduction

Ultrasonic shot peening is a mechanical surface treatment process that consists in throwing spherical shot onto the surfaces of a component to be treated. Shot is placed and contained in a treatment chamber. A generator produces the vibration of a “sonotrode”, generally located in the bottom of the chamber, with an ultrasonic frequency which propels the shot towards the top with high velocities. The multiple impacts on the part induce compressive residual stresses in the material, thus enhancing its mechanical characteristics as well as its lifespan. These residual stresses highly depend on process parameters such as shot characteristics, shot velocities, impact angles and peening coverage [1–3].

Many numerical models for the prediction of these residual stresses can be found in the scientific literature, like finite element models [4–7] that give direct access to the induced residual stresses, or analytical [8] and
Nomenclature

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Definition</th>
<th>SI Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X), (Y), (Z)</td>
<td>Global three dimensional orthonormal coordinate system</td>
<td></td>
</tr>
<tr>
<td>(A)</td>
<td>Amplitude of vibration of the sonotrode</td>
<td>(\mu m)</td>
</tr>
<tr>
<td>(B)</td>
<td>Chamber width along (Y)</td>
<td>mm</td>
</tr>
<tr>
<td>(C_i(V))</td>
<td>Normal restitution coefficient of (i), for a normal impact velocity (V) above threshold (V_i)</td>
<td></td>
</tr>
<tr>
<td>(C_i^{\phi})</td>
<td>Normal restitution coefficient of (i), for a normal impact velocity below threshold (V_i)</td>
<td></td>
</tr>
<tr>
<td>(d_t)</td>
<td>Time interval between two successive positions of a particle</td>
<td>s</td>
</tr>
<tr>
<td>(d_x)</td>
<td>Distance along (X) separating two successive shot positions</td>
<td>mm</td>
</tr>
<tr>
<td>(d_y)</td>
<td>Distance along (Y) separating two successive shot positions</td>
<td>mm</td>
</tr>
<tr>
<td>(d_z)</td>
<td>Distance along (Z) separating two successive shot positions</td>
<td>mm</td>
</tr>
<tr>
<td>(F_F)</td>
<td>Frequency of vibration of the sonotrode</td>
<td>(s^{-1})</td>
</tr>
<tr>
<td>(H)</td>
<td>Chamber height along (Z)</td>
<td>mm</td>
</tr>
<tr>
<td>(L)</td>
<td>Chamber length along (X)</td>
<td>mm</td>
</tr>
<tr>
<td>(V)</td>
<td>Normal impact velocity of a shot</td>
<td>m.s(^{-1})</td>
</tr>
<tr>
<td>(V_i^0)</td>
<td>Velocity threshold of (i), under which collisions are considered to be elastic</td>
<td>m.s(^{-1})</td>
</tr>
<tr>
<td>(V_{\text{mean}})</td>
<td>Mean normal impact velocity during the peening time</td>
<td>m.s(^{-1})</td>
</tr>
<tr>
<td>(V_x)</td>
<td>Shot velocity along (X)</td>
<td>m.s(^{-1})</td>
</tr>
<tr>
<td>(V_y)</td>
<td>Shot velocity along (Y)</td>
<td>m.s(^{-1})</td>
</tr>
<tr>
<td>(V_z)</td>
<td>Shot velocity along (Z)</td>
<td>m.s(^{-1})</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Greek symbols</th>
<th>Definition</th>
<th>SI Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\mu)</td>
<td>Tangential restitution coefficient</td>
<td></td>
</tr>
<tr>
<td>(\phi)</td>
<td>Shot diameter</td>
<td>mm</td>
</tr>
<tr>
<td>(\theta)</td>
<td>Incidence impact angle</td>
<td>deg</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subscript</th>
<th>Definition</th>
<th>SI Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i)</td>
<td>Element on which is applied the normal restitution coefficient; (i = {\text{SHOT, WALL, TOP, BOT}})</td>
<td></td>
</tr>
</tbody>
</table>

Semi-analytical models [9] that combine finite element calculations with analytical equations. These models require different input parameters. On one hand, there are process parameters that are known, like in our case the diameter and material of the shot. On the other hand, there are also physical parameters characterizing ultrasonic shot peening that can be out of reach experimentally or simply unknown. This corresponds for example to the particles velocities and angles of impact distribution, their mean values, as well as the spatial impact distribution on the sample surface, during the ultrasonic peening operation. The peening chamber seems to be some kind of “black box” in which the shot dynamics is not fully understood and mastered. This lack of understanding leads quite often to the creation of numerical models that are not well correlated with the peening process itself, and with what happens on the peened sample. By identifying this general need in the field of ultrasonic shot peening, a model was developed, upstream of the models presented above, which enables to go inside the peening chamber and to track the movement of shot during the peening process. This allows simulating thousands of inelastic impacts from which are extracted, for each one of them, the number and time of impact. The three dimensional coordinates of the place of impact are saved, as well as the particles pre and post impact velocities.

From the experimental point of view, many methods exist for measuring the velocity of projectiles [10–13]. Some of these methods, like [12], use the phase shift between signals that corresponds to times of impacts, which are recorded by two microphones apart from each other. Such method could be used for conventional shot peening, where shot trajectories are commonly known. Furthermore, it is very difficult to apply it to ultrasonic shot peening, where shot trajectories appear to be random. This makes the measurement of shot velocities during peening very difficult, and explains partly the lack of available data. The developed experimental setup uses an optical measurement method that gives access to shot trajectories in the treatment chamber during the peening process.

2 Shot dynamics model

The model presented in this section simulates the dynamics of hard spheres placed in a rectangular chamber and propelled by a vibrating membrane onto a flat surface, as shown in Figure 1. These spheres represent the shot placed in the peening chamber and propelled by the sonotrode toward the sample to be peened. An Event-Driven-Dynamics based algorithm [14] allows tracking the trajectory of the spheres. By simulating thousands of impacts onto the treated part, statistical studies are performed to determine the impact distribution and frequency, as well as the distributions of impact velocities and angles.
Fig. 1. Schematic illustration of the ultrasonic shot peening model for a rectangular chamber.

The model detects “shot-shot” and “shot-wall” impacts and takes into account the energy dissipation during the impacts through normal ($C_{0}^{\text{SHOT}}, C_{0}^{\text{WALL}}, C_{0}^{\text{BOT}}, C_{0}^{\text{TOP}}$) and tangential ($\mu$) restitution coefficients. The tangential coefficient is considered to be constant with a value of $5/7$ [15, 16]. The normal coefficients ($C_{0}^{i}, i = \{\text{SHOT, WALL, BOT, TOP}\}$), however, follow the power law given below: according to phenomenological models [16] and experiments [17]:

$$C_{i}(V) = \begin{cases} C_{0}^{i} & \text{if } V < V_{0}^{i} \\ C_{0}^{i}(V/V_{0}^{i})^{-1/4} & \text{if } V > V_{0}^{i} \end{cases}$$

In Equation (1), $V$ corresponds to the shot velocity, whereas $V_{0}^{i}$ is a velocity threshold under which the normal restitution coefficient is constant and equals to $C_{0}^{i}$.

Ultrasonic shot peening is believed to produce random shot trajectories during the peening process. Surface coverage and stress distribution can thus be supposed homogeneous. In this section, the possibilities offered by the model are illustrated with the study of the effect of the shot quantity on the normal impact velocity and angle distributions. Three amounts of shot will be tested: 5 g (45 particles), 10 g (90 particles) and 20 g (181 particles). A parallelepipedic peening chamber made of aluminum and 100Cr6 steel spherical shot is used in Section 2 calculations. Under the peening chamber, a titanium sonotrode is placed, and on top of the chamber aluminum sample. The restitution coefficients [17, 18], as well as the process parameters, chosen for running the calculations, are listed in Table 1. The extracted data from each calculation correspond to a peening time of 30 s. In terms of impact on the sample, this corresponds to 17 434; 35 088 and 67 812 impacts respectively for the 5 g, 10 g and 20 g amounts.

### 2.1 Impact velocity distribution

The normal impact velocity is the component of shot velocity, normal to the studied surface. In the present case, this velocity component corresponds to $V_{z}$, on which we will focus. It can be observed that the increase in shot quantity increases the interactions between particles, decreasing the mean normal impact velocity and the percentage of high velocity impacts.

The normal impact velocity distribution at the peened sample, for the three amounts of shot, is presented in Figure 2. This distribution corresponds to the percentage of impacts that belong to velocity intervals of 0.13 m.s$^{-1}$ each. These intervals are defined between 0 and $V_{\text{max}}$, the maximum normal velocity registered.

As shown in Figure 2, with 5 g of shot, 47% of the impacts on the sample have a normal velocity higher than 4 m.s$^{-1}$, whereas with 20 g of shot, only 10% of the impacts are concerned. With 20 g of shot, 57% of the impacts have low velocities ($V_{z} < 1$ m.s$^{-1}$), against 16% with 5 g. We also find this evolution for the mean normal velocity which goes from 3 m.s$^{-1}$ to 1.3 m.s$^{-1}$ when using respectively 45 and 181 particles.

### 2.2 Impact angle distribution

If we look now at the angles of impact, we notice that the denser the system (high amount of shot), the lower the quantity of normal impacts. This can be directly seen in the impact angle distribution (Fig. 3), which is the percentage of impacts corresponding to angle intervals defined between 0 and 90 degrees. For instance, a perfect normal impact on the sample will have an impact angle of 0.
For a diluted system (5 g of shot), more than 50% of the impacts have an incidence angle lower than 10°, while it is 17% for a dense system (20 g of shot). The incidence angle is the angle made by the velocity vector and the normal vector of the peened surface. Similarly with 5 g of shot, 6.5% of the impacts have a high incidence angle (greater than 60°), while it is 22.3% with 20 g. These results seem to indicate a tight correlation between the normal velocity and angle of impact of a shot.

![Graph showing normal impact velocity distribution](image)

**Fig. 2.** Normal impact velocity distribution at the peened sample, for three quantities of shot: (□□□) 5 g = 45 shot, (♦♦♦) 10 g = 90 shot, (■■■) 20 g = 181 shot.

For a dense system, the correlation between normal velocity and angle of impact is more pronounced. The dense system has a higher probability of direct trajectories, whereas the dilute system has a higher probability of trajectories deflected by the chamber walls or other shot. The denser system has a higher probability of direct trajectories, whereas the dilute system has a higher probability of trajectories deflected by the chamber walls or other shot.

![Graph showing impact angle distribution](image)

**Fig. 3.** Impact angle distribution at the peened sample, for three quantities of shot: (□□□) 5 g = 45 shot, (♦♦♦) 10 g = 90 shot, (■■■) 20 g = 181 shot.

For a dense system (20 g of shot), the correlation between normal velocity and angle of impact is more pronounced. The dense system has a higher probability of direct trajectories, whereas the dilute system has a higher probability of trajectories deflected by the chamber walls or other shot.

2.3 Correlation between impact velocity and angle

To further clarify this point, we plotted on the same graph and for the same amount of shot the normal impact velocity distribution for: impacts with an incidence angle lower than 10°, higher than 60° and the complete distribution.

Figures 4 and 5 show, clearly, the correlation between normal velocity and angle of impact for respectively 10 g and 20 g of shot. The same conclusion can be drawn from both cases. The large majority of the normal impacts (incidence angle lower than 10°) has a high normal velocity (here $V_z > 4 \text{ m.s}^{-1}$), while the quasi-tangential impacts (incidence angle higher than 60°) have low normal impact velocities (here $V_z < 1 \text{ m.s}^{-1}$). This can be explained by the existence of two families of shot in the chamber, during the treatment. The first family has trajectories corresponding to direct trajectories between the sonotrode and the sample, without being deflected. This shot possesses high normal velocities and very low angles of impact. Whereas the second family of shot corresponds to the shot deflected from their initial trajectories, on their way from the sonotrode to the sample. Due to multiple impacts with the chamber walls or with other shot, these particles usually hit the sample with low velocities and high incidence angles. The denser the system, the smaller is the probability for a shot to make a direct trajectory between the sonotrode and the sample.

3 Experiment

The experimental setup developed allows observing shot trajectories in the chamber and the sample coverage, using an optical method. Using the captured shot trajectories, with two cameras placed at 90° from each other, it is possible to deduce the 3D coordinates ($X$, $Y$, $Z$) of the shot, their velocity ($V_x$, $V_y$, $V_z$) before and after an impact (Fig. 6a), as well as the incidence angles $\theta$ of the shot on the peened sample.
Fig. 4. Correlation between normal impact velocity distribution and the impact angle of a shot, for 10 g of shot. (○○○) Distribution for impact angles lower than $10^\circ$, (●●●) distribution for impact angles higher than $60^\circ$, (−−−) complete normal impact velocity distribution for 10 g of shot.

Fig. 5. Correlation between normal impact velocity distribution and the impact angle of a shot, for 20 g of shot. (□□□) Distribution for impact angles lower than $10^\circ$, (●●●) distribution for impact angles higher than $60^\circ$, (−−−) complete normal impact velocity distribution for 20 g of shot.

Fig. 6. (a) Measuring a particle velocity using two successive positions. (b) Example of the captured images of shot trajectories, using the optical method. Trajectories of shot in free flight (●) trajectory of a shot impacting the sample (●●).
3.1 Shot velocity

The multitude of photographs taken gives direct access to the normal component of the shot velocities $V_z$, from which we can calculate the normal impact velocity distribution at the peened sample. The velocity distribution is the percentage of impacts for velocity intervals defined from 0 to $V_{\text{max}}$, the maximum recorded normal velocity.

In Figure 7, we notice differences between the numerical and experimental results. Experimentally, the distribution is maximal for a normal impact velocity of $0.9 \text{ m.s}^{-1}$, whereas numerically it is maximal for $\sqrt{V_{\text{max}}^{\text{Num}}} = 3.2 \text{ m.s}^{-1}$. It is important to precise that the numerical results are based on 2513 impacts, contrarily to experimental results that rely on only 46 shot trajectories, extracted from a dozen photographs, and resulting in a very poor statistics. However, we notice that both of the numerical and experimental normal velocity ranges are very similar. In fact, $V_{\text{max}}^{\text{Exp}}$ and $V_{\text{max}}^{\text{Num}}$ equal respectively to 3.28 and 3.18 m.s$^{-1}$.

3.2 Coverage rate

If we look at the coverage rates obtained experimentally and numerically on the sample after a peening time of 30 s, we observe relatively close results.

Figures 8a and 8b correspond respectively to the coverage of the sample, obtained numerically and experimentally. We observe relatively similar coverage rates between the simulation ($R = 7.3\%$) and the experiment ($R = 4.3\%$). Even though it seems that the model slightly overestimates the amount on impacts, it is important to specify that on the experimental sample (Fig. 8b), a fraction of the impacts does not leave visible prints due to their low impact energy.

4 Conclusion

Thanks to the model, it is now possible to study in detail the shot dynamics during an ultrasonic peening operation and extract key information about impact ve-locities and angles, or the coverage of the peened sample.
Based on the results of Section 2 study, we observed a direct relationship between the system density (the occupied volume by the shot in the chamber) and the different distributions presented. We realize that the dynamics of the shot is complex and depends strongly on the process parameters, but also that the impact velocities and angles distributions are heterogeneous and far from being trivial.

The observed differences could result from several factors like the poor statistics of the preliminary experimental data, or the simplifying assumptions of the actual version of the model (absence of rotational kinetic energy, or considering instantaneous impacts). However, the use of both cameras and piezoelectric sensors, directly placed on the sample, should allow resolving this problem. From an experimental point of view, the developed setup allows real-time access to the physical parameters that characterize ultrasonic shot peening and have a direct influence on the residual stresses distribution generated in the peened material. The first experimental results are information-rich and easily exploitable, making this experimental setup very promising. From a numerical point of view, we see that the model allows obtaining results that are close and from the same magnitude than the ones gathered experimentally.
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