Optimal design of an Otto cycle based on thermal criteria
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Abstract – In recent years, numerous analyses have been performed on Otto cycles and Otto engines, but these have often yielded different output powers and engine thermal efficiencies. In the present study, output power and engine thermal efficiency are optimized and entropy generation is minimized using a NSGA algorithm and thermodynamic analysis. The Pareto optimal frontier is obtained and a final optimal solution is selected using various decision-making approaches, including fuzzy Bellman-Zadeh, LINMAP and TOPSIS methods. The results enhance understanding of the performances of Otto cycles and of their optimization.
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1 Introduction

Recently, finite-time thermodynamics has helped to improve various optimization objectives in the analysis and optimization of thermodynamic cycles [1–10]. Optimal performance when specific heats are constant and when they are variable, or when their ratio is variable, has been the focus of several Otto cycle investigations. Klein [11] studied the dependence of the work output on compression ratio of an endoreversible Otto cycle. Wu and Blank [12] investigated the effect of combustion on the performance of endoreversible Otto cycle. They also examined the optimization of the output power and the pressure of the Otto cycle [13].

Finite-time thermodynamic analysis was employed to derive the output work and the efficiency relationship of the endoreversible air-standard Otto cycle by Chen et al. [14]. Ficher and Hoffman [15] investigated how a Novikov model for an endoreversible Otto cycle could provide the basis for a quantitative simulation with reasonable accuracy. Ozsoysal [16] studied the heat loss characters of an endoreversible Otto cycle. Hou [17] reviewed methods for the evaluation of the output work and efficiency of endoreversible Otto and Atkinson cycles, and demonstrated that the Atkinson cycle has a greater work output under the same conditions.

Angulo-Brown et al. [18, 19] modeled an irreversible Otto cycle with friction loss over a limited time. In a different investigation, Angulo-Brown et al. [20] employed the ratio of various entropy changes to determine internal irreversibilities. Chen et al. [21] employed compression and expansion efficiencies to identify the internal irreversibility. Zhao and Chen [22] used the irreversibility model of Chen et al. [21] to investigate the output power and the efficiency of an irreversible Otto cycle.


Multi-objective optimization is increasingly used in engineering problems, e.g., skyline computation and vehicle routing [25–27]. The solution of multi-objective optimization problems requires that a number of different and sometimes conflicting objectives is simultaneously satisfied. Evolutionary algorithms (EAs) were developed and applied during the 20th century in an effort to stochastically solve problems of this generic class [28]. A reasonable solution to a multi-objective problem is a balance among a set of solutions, where each of which satisfies the
Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Rate of heat release by fuel (kW)</td>
</tr>
<tr>
<td>B</td>
<td>Constant related to heat transfer (kJ·kg⁻¹·K⁻¹)</td>
</tr>
<tr>
<td>C</td>
<td>Specific heat (kJ·kg⁻¹·K⁻¹)</td>
</tr>
<tr>
<td>E</td>
<td>Ecological function (kW)</td>
</tr>
<tr>
<td>d</td>
<td>Deviation index</td>
</tr>
<tr>
<td>f</td>
<td>Friction force (kg·m·s⁻²)</td>
</tr>
<tr>
<td>χ</td>
<td>Adiabatic exponent</td>
</tr>
<tr>
<td>L</td>
<td>Stroke length (m)</td>
</tr>
<tr>
<td>M</td>
<td>Mass flow rate (kg·s⁻¹)</td>
</tr>
<tr>
<td>n</td>
<td>Cycles running per second (kJ)</td>
</tr>
<tr>
<td>P</td>
<td>Output power (kW)</td>
</tr>
<tr>
<td>Q</td>
<td>Heat transfer rate added or rejected by the working fluid (kW)</td>
</tr>
<tr>
<td>T</td>
<td>Temperature (K)</td>
</tr>
<tr>
<td>V</td>
<td>Volume (m³)</td>
</tr>
<tr>
<td>ν</td>
<td>Velocity (m·s⁻¹)</td>
</tr>
<tr>
<td>X</td>
<td>Vector of decision variables</td>
</tr>
<tr>
<td>X₁</td>
<td>Piston positions at maximum volume</td>
</tr>
<tr>
<td>X₂</td>
<td>Piston positions at minimum volume</td>
</tr>
</tbody>
</table>

Greek letters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>λ</td>
<td>Compression ratio</td>
</tr>
<tr>
<td>η</td>
<td>Thermal efficiency</td>
</tr>
<tr>
<td>ηₑ</td>
<td>Compression efficiency</td>
</tr>
<tr>
<td>ηₑ</td>
<td>Expansion efficiency</td>
</tr>
<tr>
<td>μ</td>
<td>Fuzzy membership function</td>
</tr>
<tr>
<td>μ'</td>
<td>Friction coefficient (kg·s⁻¹)</td>
</tr>
<tr>
<td>σ</td>
<td>Entropy generation rate (kW)</td>
</tr>
</tbody>
</table>

Subscripts

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>Maximum ecological function point</td>
</tr>
<tr>
<td>in</td>
<td>Heat added</td>
</tr>
<tr>
<td>leak</td>
<td>Heat leakage</td>
</tr>
<tr>
<td>ot</td>
<td>Otto cycle</td>
</tr>
<tr>
<td>pq</td>
<td>Exhaust stroke</td>
</tr>
<tr>
<td>q</td>
<td>Effect of heat transfer</td>
</tr>
<tr>
<td>μ'</td>
<td>Effect of friction loss</td>
</tr>
<tr>
<td>0</td>
<td>Environment</td>
</tr>
<tr>
<td>1–4</td>
<td>State point</td>
</tr>
</tbody>
</table>

objectives at a plausible level but is not dominated by any other solution [29]. Multi-objective optimization problems generate an unlimited collection of solutions, the Pareto frontier, whose vectors illustrate the best feasible trade-offs in the objective function space. Multi-objective optimizations of various thermodynamic and energy systems have been performed recently [30–37].

To account for all of the above issues, we consider three objective functions here: output power, thermal efficiency of the overall Otto engine and entropy generation. In addition, the multi-objective optimization is conducted with three decision variables: the friction coefficient, a constant related to heat transfer and the compression ratio. Specifically, output power and thermal efficiency are maximized and entropy generation minimized via the multi-objective optimization algorithms implemented in this study. Also, error analyses were conducted to ascertain the robustness and precision of the solutions obtained with various decision-making approaches.

2 Thermodynamic model

The practical four-stroke internal combustion engine cycle consists of four main processes: intake, compression, expansion and exhaust. The practical internal combustion cycle is open. Using the air standard assumption, the open practical cycle can be presented as closed ideal cycle with the air as the working fluid. An air standard Otto cycle model is shown in Figure 1. Process 1 → 2S represents reversible adiabatic (isentropic) compression, while process 1 → 2 is an irreversible adiabatic process that takes into account the internal irreversibility in the real compression process. Similarly, process 3 → 4S represents...
The compression and expansion efficiencies can be defined as follows [38]:  
\[ \eta_c = \frac{T_2 - T_1}{T_2 - T_1} \]  
\[ \eta_e = \frac{T_3 - T_4}{T_4 - T_3} \]  
Equations (4) and (5) into Equations (6) and (7), respectively, yields [38]  
\[ T_2 = T_1 \left( \lambda^{k-1} - 1 \right) + T_1 \]  
\[ T_4 = \eta_e T_3 \left( \lambda^{1-k} - 1 \right) + T_3 \]  
An ideal Otto cycle has no heat losses. In a real Otto cycle, however, there is heat transfer irreversibility between the working fluid and the cylinder wall. Heat loss through the cylinder wall is dependent on the average temperatures of the working fluid and the cylinder wall. The wall temperature is constant at \( T_0 \). If the heat rate released by combustion is \( A_1 \) and the heat leakage coefficient for the cylinder wall is \( B_1 \), the combustion heat rate added to the working fluid can be written as a linear equation as follows [11, 14, 39]:  
\[ Q_{in} = A_1 - MB_1 \left[ \frac{(T_2 + T_3) + T_0}{2} - T_0 \right] \]  
From Equation (10), one can see that the heat rate added to the cycle consists of two parts: the heat rate released by combustion and the heat leakage rate, which can be written as [38]  
\[ Q_{leak} = MB_1 [T_2 + T_3 - 2T_0] \]  
Here, \( B_1/2 \) is a constant associated with heat transfer. There exists friction loss during the movement of the piston, and the internal irreversibility loss in compression and expansion is mainly caused by friction losses in these two strokes. The friction coefficient on the intake stroke is reported to be three times greater than the friction coefficient on the exhaust, mainly due to the pressure drop loss [40–42]. For the dual cycle, the following expression can be applied \( f_\mu = -\mu'v = -\mu'dX/dt \), where \( X \) is the piston displacement. Hence, the power loss caused by friction loss during the intake and exhaust strokes of overall cycle can be expressed as [38, 42]:  
\[ P_\mu = \frac{dW_\mu'}{dt} = 4\mu'dX/dt = 4\mu'v^2 \]  
If we consider a four stroke engine, the total distance that the piston travels per cycle is 4L [38], where  
\[ 4L = 4(X_1 - X_2) \]  
Here, \( X_1 \) and \( X_2 \) are the piston positions at maximum and minimum volume, respectively, and \( L \) is the stroke length. For a four stroke cycle engine, operating at \( n \) cycles per second, the mean velocity of the piston is [38]  
\[ \bar{v} = 4Ln \]  
Then, the lost power due to friction loss is [38]  
\[ P_\mu = 4\mu' (4Ln)^2 \]
Thus, the power output of the cycle is [38]
\[ P_{ot} = MC_v (T_3 + T_1 - T_2 - T_4) - 64\mu' (L_n)^2 \] (16)
and the thermal efficiency of the cycle is [38]
\[ \eta_{ot} = \frac{P_{ot}}{Q_{in} + Q_{leak}} \] (17)

In a real Otto cycle, there are friction, heat transfer and internal irreversible losses. The entropy generation rate due to heat transfer and friction losses, respectively, can be written as [38]
\[ \sigma_q = \frac{Q_{leak}}{T_0} = \frac{MB (T_2 + T_3 - 2T_0)}{T_0} \] (18)
\[ \sigma_{\mu'} = \frac{P_{\mu'}}{T_0} = \frac{64\mu' (L_n)^2}{T_0} \] (19)

The entropy generation rate due to the loss of irreversible compression and expansion can be calculated by the entropy increase rate of processes \(2S \rightarrow 2\) and \(4S \rightarrow 4\), respectively, as follows [38]:
\[ \sigma_{2S \rightarrow 2} = MC_v \ln \left( \frac{T_2}{T_{2S}} \right) \] (20)
\[ \sigma_{4S \rightarrow 4} = MC_v \ln \left( \frac{T_4}{T_{4S}} \right) \] (21)

The working fluid is discharged to the atmosphere. The entropy generation rate caused by the exhaust stroke can be calculated as follows [38]:
\[ \sigma_{pq} = MC_v \left[ \frac{\left( T_4 - T_1 \right)}{T_0} - \ln \left( \frac{T_4}{T_1} \right) \right] \] (22)

Thus, the entropy generation rate of the overall cycle is [38]
\[ \sigma_{ot} = \sigma_q + \sigma_{\mu'} + \sigma_{2S \rightarrow 2} + \sigma_{4S \rightarrow 4} + \sigma_{pq} \] (23)

Following the definition of the ecological function in reference [43], the ecological function of the irreversible Otto cycle is
\[ E_{ot} = P_{ot} - T_0\sigma_{ot} \] (24)

### 3 Multi-objective optimization with evolutionary algorithms

#### 3.1 Optimization via EAs

John Holland developed the genetic algorithm (GA) in the 1960s in order to import the mechanisms of natural adaptation into computer algorithms and numerical optimization [25]. Genetic algorithms apply an iterative, stochastic search strategy to find the best answer and mimic in a straightforward way the principles of biological evolution (Fig. 2). In this paper, a genetic algorithm is used to obtain the Pareto frontier. This method is a powerful optimization tool for nonlinear problems [28,44]. To create a hierarchy among the solutions, Pareto optimality is an important concept, helping to determine whether a solution is really one of the best possible trade-offs [44]. In order to find the Pareto frontier, the NSGA-II algorithm is utilized as a multi-objective optimization method. Details and recent trends for evolutionary algorithms are reported elsewhere [28,29,34].

#### 3.2 Objective functions, decision variables and constraints

Three objective functions are used in this study: system power output \(P_{ot}\), thermal efficiency \(\eta_{ot}\) and entropy generation \(\sigma_{ot}\), described by Equations (16), (17) and (23), respectively.

Also, three decision variables are considered: friction coefficient \(\mu'\), compression ratio \(\gamma\), and a constant related to heat transfer \(B\) (in kJ·kg\(^{-1}\)·K\(^{-1}\)).

Although the decision variables may be varied in the optimization procedure, each is normally required to lie within a reasonable range. Hence, the objective functions are solved with respect to following constraints:
\[ 0.1 \leq \mu' \leq 1.5 \] (25)
\[ 0.01 \leq B \leq 0.03 \] (26)
\[ 6 \leq \gamma \leq 10 \] (27)

### 4 Decision-making with multi-objective optimization

A decision-making process for the selection of the final optimal answer from obtainable solutions is needed in multi-objective optimization. Various methods can be utilized to select a final optimum solution from the Pareto frontier. Before making a decision, the dimensions and scales of the objective space need to be unified, since the dimensions of various objectives in a multi-objective optimization issue may differ. Accordingly, objective vectors should be non-dimensioned before decision-making procedures are invoked. Euclidean and fuzzy non-dimensionalization methods can be used for non-dimensionalization.
4.1 Non-dimensionalization methods

4.1.1 Euclidean non-dimensionalization

The matrix of objectives for various solutions of the Pareto frontier is denoted by \( F^n_{ij} \) where \( i \) is an index for each solution on the Pareto frontier and \( j \) is an index for each objective in objective space. Then, a non-dimensionalized objective, \( F^n_{ij} \), can be defined as

\[
F^n_{ij} = \frac{F_{ij}}{\sqrt{\sum_{i=1}^{m} (F_{ij})^2}}
\]

(for minimizing and maximizing objectives) (28)

4.1.2 Fuzzy non-dimensionalization

In this method, a non-dimensionalized objective, \( F^n_{ij} \), is defined as

\[
F^n_{ij} = \frac{F_{ij} - \min(F_{ij})}{\max(F_{ij}) - \min(F_{ij})} \quad \text{(for maximizing objectives)}
\]

\[
F^n_{ij} = \frac{\max(F_{ij}) - F_{ij}}{\max(F_{ij}) - \min(F_{ij})} \quad \text{(for minimizing objectives)}
\]

(29a)

(29b)

In this work, the fuzzy Bellman-Zadeh, LINMAP and TOPSIS methods, which are well-known decision-making process types are provided in parallel, and the final optimal answer is selected by these three methods. The LINMAP and TOPSIS methods employ Euclidean non-dimensionalization while the Bellman-Zadeh method employs fuzzy non-dimensionalization.

4.2 Decision making methods

4.2.1 Bellman-Zadeh decision-making approach

A final decision is defined by the Bellman and Zadeh approach as the intersection of all fuzzy criteria and limitations and is denoted by its membership function. The fuzzy membership function for each answer is set at the minimum value of the membership functions of all objectives for the suggested answer. In this method a maximum of minimums is chosen as an ultimate optimum answer. More explanations of the Bellman-Zadeh approach are demonstrated in reference [45].

4.2.2 LINMAP decision-making approach

An ideal point on the Pareto frontier is a point at which each objective is optimized regardless of optimizing the other objectives are fulfilled. In this approach, an answer with a minimum spatial distance from the ideal point is chosen as an ultimate optimum answer. More explanations of the LINMAP approach are demonstrated in reference [45].

4.2.3 TOPSIS decision-making approach

The non-ideal point is the ordinate in objective space in which each objective has its worst value. In this approach an answer with a maximum distance from the non-ideal point and minimum distance from the ideal point is considered as an ultimate optimum answer. More explanations of the TOPSIS approach are demonstrated in reference [45].

5 Results and discussion

The output power and thermal efficiency of the Otto cycle are maximized and the entropy generation is minimized simultaneously using multi-objective optimization based on the NSGA-II algorithm. In this optimization, the objective functions are expressed by Equations (16), (17) and (23) and the constraints by Equations (25)–(27).

The design parameters (decision variables) for the optimization follow: friction coefficient, a constant related to heat transfer and compression ratio. In this work, the fuzzy Bellman-Zadeh, LINMAP and TOPSIS methods are employed.

Following reference [42], the following parameters are used here: \( X_1 = 8 \times 10^{-2} \) m, \( X_2 = 1 \times 10^{-2} \) m, \( T_1 = 350 K \), \( T_3 = 2200 K \), \( T_0 = 300 K \), \( n = 30 \), \( C_v = 0.7715 \) kJ-kg\(^{-1}\)K\(^{-1}\), \( M = 4.553 \times 10^{-3} \) kg-s\(^{-1}\), \( \eta_e = 1 \), and \( \eta_s = 1 \).

The Pareto optimal frontier for the three objective functions (Otto cycle output power, thermal efficiency and system entropy generation) is presented in Figure 3. The chosen points based on various decision making methods are shown, too.

The Pareto optimal frontier for the two objective functions output power and thermal efficiency is shown in Figure 4. According to high value of \( R^2 \) resulted curve is accurate. It is clear that thermal efficiency is between 0.196 and 0.205 in the curve fitted diagram, i.e.,

\[
P_{ot} = A_1' \eta_{ot}^5 + A_2' \eta_{ot}^4 + A_3' \eta_{ot}^3 + A_4' \eta_{ot}^2 + A_5' \eta_{ot} + A_6'
\]

(30)

Coefficients:

\[
A_1' = -0.0003978, \ A_2' = -0.002114, \ A_3' = -0.002114, \\
A_4' = -0.002408, \ A_5' = -0.000609, \ A_6' = 1.832.
\]

Goodness of fit: \( R^2 = 0.9994 \).

The Pareto optimal frontier for the objective functions system entropy generation and thermal efficiency is shown in Figure 5. According to high value of \( R^2 \) resulted curve is accurate. The thermal efficiency is seen to be between 0.196 and 0.205 in the curve fitted diagram, i.e.,

\[
\sigma_{ot} = B_1 \eta_{ot}^4 + B_2 \eta_{ot}^3 + B_3 \eta_{ot}^2 + B_4 \eta_{ot} + B_5
\]

(31)

Coefficients:

\[
B_1 = -5.04 \times 10^{-6}, \ B_2 = -1.866 \times 10^{-5}, \\
B_3 = -2.718 \times 10^{-5}, \ B_4 = -0.0001242, \ B_5 = 0.002315.
\]

Goodness of fit: \( R^2 = 0.9997 \).
Finally, the Pareto optimal frontier for system entropy generation and output power is shown in Figure 6, where the output power is seen to lie between 1.81 kW and 1.84 kW in the curve fitted diagram:

\[ \sigma = C_1 P^5 + C_2 P^4 + C_3 P^3 + C_4 P^2 + C_5 P + C_6 \] (32)

Coefficients:
\[ C_1 = 9.841 \times 10^{-6}, \quad C_2 = 2.878 \times 10^{-5}, \quad C_3 = 1.398 \times 10^{-5}, \quad C_4 = 1.137 \times 10^{-6}, \quad C_5 = 0.0001079, \quad C_6 = 0.002257. \]

Goodness of fit: \( R^2 = 0.9986 \).

The optimal results for decision parameters and objective functions using LINMAP, TOPSIS, and Bellman-Zadeh decision-making methods are summarized and compared in Table 1. Further, the maximum and mean error analyses for the objective functions are categorized in Table 2, where results of analyses for all mentioned decision-making methods are given. The results are promising and it is expected that the present study enhances understanding of the optimal design of the Otto cycle based on thermal criteria.

### 6 Conclusions

A thermodynamic optimization methodology has been applied to determine the output power, the thermal efficiency and the rate of entropy generation of the Otto cycle. The effects of the friction coefficient, a constant related to heat transfer and compression ratio are examined utilizing the NSGA-II algorithm. The results can be implemented for designing and assessing Otto cycle power plant performance and robustness. A final optimal solution was selected from solutions in the Pareto frontier using three decision making methods (LINMAP, TOPSIS and fuzzy). An error analysis, performed based on the MAPE method, demonstrated that the average error of solutions obtained via the three decision making methods are 0.09%, 0.06% and 0.67% for the output power, the thermal efficiency and the entropy generation, respectively. The maximum errors of the solutions obtained by the three decision making methods are 0.14%, 0.12% and 1.01% for output power, thermal efficiency and entropy generation, respectively.

### Table 1. Decision making among multi-objective optimal solutions.

<table>
<thead>
<tr>
<th>Method</th>
<th>Decision variables</th>
<th>Objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuzzy</td>
<td>0.100328 0.010024 9</td>
<td>0.209029 1.827829 0.002247</td>
</tr>
<tr>
<td>LINMAP</td>
<td>0.100134 0.010024 10</td>
<td>0.204827 1.811358 0.002068</td>
</tr>
<tr>
<td>TOPSIS</td>
<td>0.10005 0.010025 10</td>
<td>0.204332 1.811302 0.002068</td>
</tr>
</tbody>
</table>
Table 2. Error analysis based on the mean absolute percent error (MAPE) method.

<table>
<thead>
<tr>
<th>Error</th>
<th>LINMAP</th>
<th>TOPSIS</th>
<th>Fuzzy</th>
</tr>
</thead>
<tbody>
<tr>
<td>η_{opt}</td>
<td>P_{opt}</td>
<td>σ_{opt}</td>
<td>η_{opt}</td>
</tr>
<tr>
<td>Max. error (%)</td>
<td>0.12</td>
<td>0.05</td>
<td>0.59</td>
</tr>
<tr>
<td>Average error (%)</td>
<td>0.06</td>
<td>0.04</td>
<td>0.45</td>
</tr>
</tbody>
</table>
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