Parallel Thomas approach development for solving tridiagonal systems in GPU programming — steady and unsteady flow simulation
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Abstract. The solution of tridiagonal system of equations using graphic processing units (GPU) is assessed. The parallel-Thomas-algorithm (PTA) is developed and the solution of PTA is compared to two known parallel algorithms, i.e. cyclic-reduction (CR) and parallel-cyclic-reduction (PCR). Lid-driven cavity problem is considered to assess these parallel approaches. This problem is also simulated using the classic Thomas algorithm that runs on a central processing unit (CPU). Runtimes and physical parameters of the mentioned GPU and CPU algorithms are compared. The results show that the speedup of CR, PCR and PTA against the CPU runtime is 4.4 SE, 5.2 SE and 38.5 SE, respectively. Furthermore, the effect of coalesced and uncoalesced memory access to GPU global memory is examined for PTA, and a 2x-speedup is achieved for the coalesced memory access. Additionally, the PTA performance in a time dependent problem, the unsteady flow over a square, is assessed and a 9x-speedup is obtained against the CPU.
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1 Introduction

In recent years, use of graphic processor units (GPU) as a parallel processor and an accelerator for scientific calculations has been growing up. This type of parallel processing has found a special place in computational fluid dynamics (CFD). Therefore, many researchers simulate their favoring engineering problems and natural phenomena with the aid of GPUs in order to gain considerable speedups. For instance, in 2012, Tutkun et al. [1] implemented a high-order compact finite difference scheme for the solution of fluid flow problems to run on a GPU using CUDA. They showed that compact-finite-difference schemes on uniform Cartesian meshes for solving the CFD problems can achieve excellent speedup 9x (rough 16.5x). Also, in 2013 and 2014, Esfahanian et al. [2] and Mahmoodi and Esfahanian [3] assessed GPU capabilities for solving hyperbolic equations using high-order Weighted Essentially Non-Oscillatory (WENO) schemes. Their results showed that the speedups are even considerable for a simple GPU and can reach to several hundreds for a more powerful GPU.

However, in many engineering problems, discretizing the governing equations leads to tridiagonal matrices and solving such systems fast enough, is a primary task in CFD. One of the most famous algorithms for dealing with the tridiagonal matrices is the classic Thomas algorithm which is based on the Gauss elimination method. Generally, the classic Thomas algorithm is a sequential algorithm and is not appropriate for parallel computing. To overcome this difficulty, alternative algorithms are suggested such as cyclic reduction (CR) and parallel cyclic reduction (PCR) for parallel processing applications [4].

In 2010 Zhang et al. [4] implemented CR and PCR algorithms on a GPU for the first time. Then they introduced a hybrid algorithm by combining CR and PCR algorithms and discussed their efficiency. It should be noted that in order to use CR and PCR algorithms for solving tridiagonal systems, it is necessary to have matrices with the size of 2ⁿ which is a great weakness. In 2010 Egloff [5] used CR method to solve huge systems of equations in partial differential equations and reported 60% decrease in speed because of using global memory. In 2011, Goddek
and Strzodka [6] discussed the restriction of the matrix size stored in the shared memory of GPUs. They showed that, consecutive data transferring between shared memory and global memory affects total efficiency of parallel processing. In 2011, Davidson et al. [7] suggested a multi-level algorithm for solving large tridiagonal matrices on a GPU. In order to tackle the problem of the limitation of on-chip shared memory size, they split the systems (matrices) into smaller ones and then solved them on-chip. They gained a 5x speedup against conventional serial algorithms. Kim et al. [8] proposed to break down a problem (having large tridiagonal system of equations) into multiple sub-problems each of which is independent of other and then solve the smaller systems using tiled PCR and thread-level parallel Thomas algorithm (p-Thomas). With this strategy, 8x through 49x speedups were reported. Quesada-Barriuso et al. [9] analyzed the implementation of CR method (as an example of fine-grained parallelism) on GPUs and Bondeli’s algorithm (as a coarse-grained example of parallelism) on multi-core CPUs for solving tridiagonal system of equations. They reached to 17.06 speedup for the case of GPU platforms. Also in 2014 Esfahanian et al. [10] simulated flow over an airfoil and a cylinder in two and three dimensions with a modified CR algorithm and they reached to 15.2 speedup in 2D and 20.3x nGPU compared to the CPU platform. In 2014 Giles et al. [11] discussed the implementation of one-factor and three-factor PDE models on GPUs for both explicit and implicit time-marching methods. They introduced a non-standard hybrid Thomas/PCR algorithm for solving the tridiagonal systems for the implicit solver. In 2016 Macintosh et al. [12] compared the capability of PCR algorithm implemented on GPUs using OpenCL (Open Computing Language) for solving tridiagonal linear systems. They evaluated these designs in the context of the solver performance, resource efficiency and numerical accuracy. It should be noted that CUDA and OpenCL offer two different interfaces for programming on GPUs. OpenCL is an open standard that can be used to program on CPUs, GPUs, and other devices from different vendors, while CUDA is specific to NVIDIA GPUs. Although OpenCL promises a portable language for GPU programming, its generality may entail a performance penalty [13,14].

In this study a new approach for solving tridiagonal system of equations on GPUs (using CUDA) is introduced which is called Parallel Thomas Algorithm (PTA). First, a comparison is made between GPU implementation of PTA and that of the two conventional parallel algorithms, i.e. CR and PCR, by simulating the lid-driven cavity flow. The obtained speedups against the CPU runtime (using classic Thomas algorithm) are reported. Furthermore, the issue of coalesced and uncoalesced memory access and its effect on speedups are studied. The results show that the speedup of CR, PCR and PTA against the CPU runtime are about 4.4x, 5.2x and 38.5x, respectively. Also, the effect of coalesced and uncoalesced memory access to global memory is examined, and a 2x speedup is achieved for the coalesced memory access. In addition, to assess PTA performance in time dependent problems, the unsteady flow over a square is solved and a speedup around 9x is obtained.

Fig. 1. Lid-driven cavity flow geometry.

Fig. 2. Flow over a square cylinder inside a channel.

2 Flow model and the governing equations

As mentioned in the last paragraph of Section 1, in this study a new technique for solving tridiagonal system of equations on GPUs is presented which is called Parallel Thomas Algorithm (PTA). Before explaining about PTA in details, the flow model and the governing equations of the two benchmark examples, which are solved using PTA, are introduced here. The examples are the steady lid-driven cavity flow (Fig. 1) and the steady/unsteady flow over a square cylinder inside a channel (Fig. 2) at various Reynolds numbers. In Figure 1, H and W are the height and width of the cavity (H/W = 1) respectively and U is the lid speed and in Figure 2, D is the length and width of the square, H is the height of the channel (D/H = 0.125) and L is the length of the computational domain (L/D = 50). The governing equations in the form of vorticity-stream functions are as follows (in the dimensionless form):

\[
\frac{\partial \omega}{\partial t} + u \frac{\partial \omega}{\partial x} + v \frac{\partial \omega}{\partial y} = \frac{1}{Re} \left( \frac{\partial^2 \omega}{\partial x^2} + \frac{\partial^2 \omega}{\partial y^2} \right) \]  (1)
\[
\frac{\partial^2 \psi}{\partial x^2} + \frac{\partial^2 \psi}{\partial y^2} = -\omega
\]  

(2)

where \( \psi \) is the stream function, \( \omega \) is the vorticity function, \( u = \partial \psi / \partial y \) and \( v = -\partial \psi / \partial x \) are the velocity components, \( x \) and \( y \) are the Cartesian coordinates, \( t \) is the time, and \( \text{Re} \) is the Reynolds number. In steady cases, the first term of equation (1) will disappear and this equation turns into an elliptic equation same as equation (2) which its solution needs an iterative procedure and known boundary conditions.

3 Parallel processing on GPUs

In 2006, because of Graphics card’s inherent parallel architecture, producers of Graphics cards proposed an idea which, if graphic processors can do a lot of calculation in a moment for image rendering then there is not any problem to process floating point calculations for scientific computing. This idea led to a new parallel processing era and consequently General Purpose GPU (GPGPU) was born during the invention of CUDA by NVIDIA Company. Indeed, CUDA is a parallel computing platform and application programming interface (API) model created by NVIDIA. The CUDA platform is designed to work with programming languages such as C, C++ and Fortran [15]. It should be noted that, in parallel processing literature, GPU and CPU are called device and host, respectively.

In architecture point of view, GPUs have more transistors compared to CPUs. GPUs actually are parallel processors which benefit from huge multithreaded systems. In computer science, a thread is the smallest sequence of programmed instructions that can be managed independently by a scheduler, which is typically a part of the operating system [16]. In a computer CUDA program, a set of commands is named Kernel which looks like a function in other programming languages. When a kernel is called, the instruction of each thread is executed independently. Number of threads which are ready to execute, is set by the programmer in a CUDA code. In parallel processing with GPUs, specified numbers of threads form a larger unit which is called a block. Blocks can be defined in two or more dimensions by the programmer in a CUDA programming code. At last, some blocks make the largest unit of parallel processing structure which is known as grids (see Fig. 3). GPUs and CPUs have two distinct memory spaces which they can not access directly to each other. Every block has a private shared memory which can be accessed only by the threads in that block [17] (see Fig. 4).

In programming on GPUs, instructions are firstly executed by CPU until a kernel is called and at this moment threads begin to execute own instructions. When threads finish their job, again the CPU continues and this procedure is repeated till end of the code (see Fig. 3).

4 Tridiagonal matrix solvers

Consider the set of governing equations given by equations (1) and (2). Applying the central difference method on them for the case of steady-state and rearranging the discretized relations, the following formulas in tridiagonal format are obtained:

\[
\begin{align*}
\omega_{i+1,j} \left( \frac{1}{\text{Re}\Delta x^2} + \frac{u_{i,j}}{2\Delta x} \right) + \omega_{i-1,j} \left( -\frac{1}{\text{Re}\Delta x^2} + \frac{u_{i,j}}{2\Delta x} \right) \\
-2 \left( \frac{1}{\Delta x^2} + \frac{1}{\Delta y^2} \right) \omega_{i,j} = \omega_{i,j+1} \left( \frac{1}{\text{Re}\Delta y^2} - \frac{v_{i,j}}{2\Delta y} \right) \\
+ \omega_{i,j-1} \left( -\frac{1}{\text{Re}\Delta y^2} + \frac{v_{i,j}}{2\Delta y} \right)
\end{align*}
\]  

(3)

\[
\psi_{i+1,j} + \psi_{i-1,j} - 2(1+\beta^2)\psi_{i,j} = -\Delta x^2 \omega_{i,j} - \beta^2 (\psi_{i,j+1} + \psi_{i,j-1})
\]  

(4)

where \( \Delta x \) and \( \Delta y \) are the grid sizes, \( \beta = \Delta x / \Delta y \) and \( i, j \) are the index of the grid points in the computational grid. For solving the unsteady problem (flow over a square cylinder) the ADI approach is used. In the ADI method each time
step splits into two sub-steps i.e. \( t + \Delta t/2 \) and \( t + \Delta t \). The final discretized equations are given as:

\[
-\frac{1}{2} \left( \frac{1}{2} c_x + d_x \right) \omega_{i-1,j}^{n+\frac{1}{2}} + (1 + d_x) \omega_{i,j}^{n+\frac{1}{2}} + \frac{1}{2} \left( \frac{1}{2} c_x - d_x \right) \omega_{i+1,j}^{n+\frac{1}{2}} \\
= \frac{1}{2} \left( \frac{1}{2} c_y + d_y \right) \omega_{i,j-1}^n + (1 - d_y) \omega_{i,j}^n + \frac{1}{2} \left( \frac{1}{2} c_y - d_y \right) \omega_{i,j+1}^n
\]

(5)

\[
-\frac{1}{2} \left( c_y + d_y \right) \omega_{i,j-1}^{n+1} + (1 + d_y) \omega_{i,j}^{n+1} + \frac{1}{2} \left( c_y - d_y \right) \omega_{i,j+1}^{n+1} = \frac{1}{2} \left( c_x + d_x \right) \omega_{i-1,j}^{n+1} + (1 - d_x) \omega_{i,j}^{n+1} + \frac{1}{2} \left( c_x - d_x \right) \omega_{i+1,j}^{n+1}
\]

(6)

\[
\psi_{i+1,j}^{k+1} + \psi_{i-1,j}^{k+1} - 2(1 + \beta^2) \psi_{i,j}^{k+1} = -\Delta x^2 \omega_{i,j}^{n+1} - \beta^2 \left( \psi_{i,j+1}^{k} + \psi_{i,j-1}^{k} \right)
\]

(7)

where \( c_x = u\Delta t/\Delta x \), \( c_y = u\Delta t/\Delta y \), \( d_x = \frac{1}{4} \Delta t/\Delta x^2 \), \( d_y = \frac{1}{4} \Delta t/\Delta y^2 \), \( n \) is the index for time step, and \( k \) is the index for iteration. It is well known that the above mentioned equations can be also easily solved by a tridiagonal solver. A tridiagonal matrix solver is an algorithm which calculates unknown vector \( \vec{x} \) of length \( n \) in the system of \( n \) equations \( Ax = \vec{d} \). Here, \( A \) is the coefficient matrix of the system of equations (with size of \( n \times n \) with three non-zero diagonals and \( \vec{d} \) is a vector of known values. The elements of the main, upper and lower diagonals of matrix \( A \) are \( b_i, c_i \) and \( a_i \) respectively (\( i = 1, 2, ..., n \)). A variety of ways exist to solve this system of equations where among them the Thomas algorithm is one of the most famous and efficient methods. A brief review of the algorithm and also the CR and PCR algorithms is presented here. Also, the complexity of the algorithms is given in Table 1 [8].

### 4.1 Thomas algorithm

The Thomas algorithm has two stages: (1) forward reduction; (2) backward substitution. In the forward reduction step, the lower diagonal is eliminated sequentially. In this stage equations (8) and (9) are implemented. In stage 2, according to equation (10), all the unknown parameters are evaluated successively.

\[
c_i' = \frac{c_i}{b_i}, \quad d_i' = \frac{c_i}{b_i - c_i' a_i}, \quad i = 2, 3, \ldots, n - 1
\]

(8)

\[
d_i = \frac{d_i}{b_i}, \quad d_i = \frac{d_i - d_{i-1} a_i}{b_i - c_i a_i}, \quad i = 2, 3, \ldots, n
\]

(9)

\[
x_n = d_n', \quad x_i = d_i' - c_i' x_{i+1}, \quad i = n - 1, n - 2, \ldots, 1
\]

(10)

### 4.2 Cyclic reduction algorithm

Like the Thomas algorithm, the CR algorithm has two steps including forward reduction and backward substitution. An overview of the communication pattern for CR algorithm in a \( 8 \times 8 \) system is illustrated in Figure 5. In the forward reduction phase, CR splits the system of equations into two independent parts with half the number of unknowns, until a system of two unknowns obtains. In each step of forward reduction phase, all even-indexed equations are updated in parallel with equation \( i \), \( i + 1 \) and \( i - 1 \). Consider that equation \( i \) has the form \( a_i x_{i-1} + b_i x_i + c_i x_{i+1} = d_i \), therefore the updated values of coefficients in the forward reduction phase are as follows:

\[
a_i' = a_i - 1 k_1, \quad b_i = b_i - c_i' k_1 - a_{i+1} k_2
\]

(11)

\[
c_i' = c_i + k_2, \quad d_i' = d_i - d_{i-1} k_1 - d_{i+1} k_2
\]

(12)
where $k_1 = \frac{a_i}{b_{i-1}}$ and $k_2 = \frac{c_i}{b_{i+1}}$. The backward substitution phase calculates the other half of the unknowns using the previously solved values. In each step of the backward substitution phase, all the odd-indexed unknown variables $x_i$ in parallel by substituting the already solved $x_{i-1}$ and $x_{i+1}$ values to equation $i$ are solved with respect to equation (13):

$$x_i = \frac{d'_i - a'_i x_{i-1} - c'_i x_{i+1}}{b'_i}.$$  

(13)

An important point is that, CR is applicable only for the system of equations with the size of $2^n$ which may be the main weakness of this algorithm.

### 4.3 Parallel cyclic reduction algorithm

The PCR algorithm is a modified version of CR algorithm. On the contrary of the CR algorithm, PCR has only one stage, i.e. forward reduction. Another difference between these two algorithms is that PCR utilizes all threads in all levels of the procedure. For example, based on Figure 6 which is related to a $8 \times 8$ system of equations (each circle shows one row of the equations), after implementing the PCR algorithm twice, four independent sets of equations will be obtained. Finally, each set of equations (which are 2 $\times$ 2) is easily solved by an inversing method in parallel. In Figure 7 it can be seen that how PCR works on the matrix of a $4 \times 4$ system of equations. It should be noted that, similar the CR algorithm, the PCR algorithm is only applicable for a system of equations with the size of $2^n$ which may be a main weakness.

### 5 Implementing Parallel Thomas Approach (PTA) on GPU

Because of the mentioned existing weakness in the CR and PCR algorithms and the sequential Thomas algorithm, in this study another approach for solving tridiagonal system of equations on GPUs is introduced. This is called Parallel
Thomas Algorithm (PTA). PTA is the parallel solution of independent tridiagonal systems using the Thomas algorithm. The main idea of this approach is that in a 2D or 3D problem, for an implicit scheme, each computational row of a grid can form an independent tridiagonal system where each of them can be solved by a thread. In other words, each thread solves a tridiagonal matrix independent of the other threads (see Fig. 8 for the thread arrangement). Two main advantages of this approach are that (1) there is no limitation on the size of the system of equations and (2) the implementation and programming is easier than CR or PCR. Note that in many CFD problems, it is hard to fix the size of the computational domain to $2^n$ and this obstacle could prevent the use of some solving methods such as implicit ones. It is well-known that the Thomas algorithm is a fast and stable algorithm and therefore using many of them simultaneously and in parallel could create a fast method to solve problems.

The used Graphic card in this research is GeForce GTX 580 and the central processor is Intel Corei7 990x Gulf Town. Both graphic and central processors are in the same generation which is an important point that should be considered. The CUDA version is 4.0. In this CUDA version and this hardware with compute capability 2.0 in each direction, blocks cannot exceed from 65535 units. Also in each block the number of threads per blocks has a maximum number of 1024. In the lid-driven cavity problem, the grid dimensions vary from $64 \times 64$ to $1024 \times 1024$ and thread per blocks varies from 32 to 256. It is better to set the number of threads per block being a multiple of 32 to manipulate warp capabilities and use the maximum occupancy of threads. All the variables in this research are restored in global memory. According to reference [4] if in the processing of a series of data, all the steps are performed on the GPU, it is not necessary to calculate the first or final data transfer time, but if the GPU is used to boost, only some parts of the process, data transfer time should be considered.

Another aspect in parallel programming using GPUs which is studied here is the “coalesced memory” access. All types of data are stored in memory linearly. For example, the elements of a matrix ($v$) are stored on global memory as

**Fig. 8.** Thread arrangement in parallel Thomas algorithm.

**Fig. 9.** Memory access to global memory (a) Coalesced access (b) Uncoalesced access; Storing traditional matrices for (c) uncoalesced access (d) coalesced access.

In this figure, the subscripts ($n$) indicate the row number and superscripts ($m$) indicate the column number of the matrix. In serial processing, because a processor needs a specific value and reads from a specific location on memory, it is not important how data is stored. But in contrary, in parallel processing, the pattern of thread access to memory is a critical issue. If data access to global memory has a pattern like Figure 9a, it is called “coalesced memory access” and if the memory access has a pattern like Figure 9b, this is called uncoalesced memory access. Figure 9c and d shows two different methods for storing the elements of the tridiagonal matrices (vectors $a$, $b$ and $c$) in memory. Here, $m$ is the number of systems and $n$ is dimension of each matrix. The $i$-th thread is responsible for solving the $i$-th tridiagonal system. Figure 9c shows the simple storing of the vectors results in a distances of $n$ variables between the corresponding elements in $i$th and $(i+1)$th systems which results in uncoalesced memory access. However, storing the vectors as shown in Figure 9d causes the consecutive threads to access to consecutive data on memory and therefore results in coalesced memory access. Uncoalesced memory access can hurt performance...
as will be shown for the lid-driven cavity problem in the results section. Due to this, for the second problem (flow over square cylinder), the coalesced memory access is only considered. The following pseudo-code shows how equation (4) is solved using the PTA algorithm (the pseudo-code for equation (3) is similar to that of equation (4)):

```cpp
// m x m is the numerical grid dimension
// m-2 tridiagonal systems each of which has m-2 unknowns

j = thread number // threadIdx.x + blockIdx.x * blockDim.x
0 <= j < m - 2:

// lower diagonal
a[0 + j * (m-2)] = 0
i : 1 -> m - 3
   a[j + i * (m-2)] = -1

// main diagonal and right-hand side
i : 0 -> m - 3
q = (i+1)+(j+1)*m
b[i + j * (m-2)] = 4
r[j + i * (m-2)] = omega[q]*h^2+psi[q + m]+psi[q - m];

// upper diagonal
i : m-3 + j * (m-2) = 0
i : 0 -> m - 4
   c[j + i * (m-2)] = -1

// forward elimination
k = j
cp[k] = c[k] / b[k]
i : 1 -> m - 4
   k = j + i * (m-2);
   cp[k] = c[k] / (b[k]-cp[k - (m-2)]*a[k])

// backward substitution
k = j
dp[k] = r[k] / b[k]
i : 1 -> m - 3
   k = j + i * (m-2)
   dp[k]=(r[k] - dp[k - (m-2)]*a[k]) / (b[k] - cp[k-(m-2)]*a[k])

// update psi
i = m - 3
psi_new[(i+1)+(j+1)*m] = dp[j + i * (m-2)]
i = m - 4 -> 0
   q = (i+1)+(j+1)*m
   k = j + i * (m-2)
   psi_new[q] = dp[k] - cp[k]*psi_new[q+1]
```
6 Results and discussions

In this study, to assess the PCR, CR, PTA (on GPU), and classic Thomas algorithms (on CPU) and compare their run-times, the steady lid-driven cavity flow and the steady/unsteady flow over a square cylinder inside a channel at various Reynolds numbers are considered. The details of the geometries and governing equations were given in Section 2. The results for the problem of lid-driven cavity flow and for the problem of flow over a square cylinder are presented in Sections 6.1 and 6.2, respectively. In each sub-section, the results obtained using the developed GPU code are verified by the others’ well-known References.

6.1 Steady lid-driven cavity flow

Here, the numerical simulation of the steady lid-driven cavity flow at three different Reynolds numbers, i.e., 100, 400 and 1000 is presented. In order to verify the present GPU code, the horizontal velocity component of the flow $u$ at the mid-section of the cavity $x = 0.5$ compared to those obtained by Ghia et al. [18] is seen in Figure 10. It can be seen from the figure that the results of the present GPU code are in agreement with the study of Ghia et al. [18]. Therefore, analyzing on the run-time and speed-up is possible.

In order to analyze the runtimes and the performance of PCR, CR, PTA (on GPU), and classic Thomas algorithms (on CPU), the steady lid-driven cavity flow at $Re = 1000$ examined for one thousand iterations and different grid sizes from $64 \times 64$ to $1024 \times 1024$. The runtimes and speedups of these algorithms are illustrated in Figures 11 and 12, respectively. Here, the speedup of an algorithm is defined as the ratio of its execution time to the runtime of the classic Thomas algorithm. It is evident from Figure 11 that, using PTA (with coalesced memory access) for solving the lid-driven cavity flow in the computational domain of $1024 \times 1024$ grid size, takes 8.6 seconds (the...
lowest runtime) and using classic Thomas algorithm takes 331.73 seconds (the highest runtime). In addition, Figure 12 shows that for the CR algorithm, speedup varies between 0.4x and 4.4x for the PCR algorithm, speedup changes from 0.47x to 5.2x and finally for the PTA algorithm (with coalesced memory access), speedup is between 1.7x and 38.45x. These information depict that PTA has the best performance among the other examined methods. The effect of memory access on the run time of the PTA algorithm is also studied for two types of the access pattern, i.e. coalesced and uncoalesced memory accesses. The runtimes and speedups for various grid sizes are shown in Figures 11 and 12. The charts in these figures explain that using the coalesced memory access results about 2x speedup in comparison to the uncoalesced memory access.

6.2 Flow past a square cylinder inside a channel

In this sub-section, the flow over a square cylinder inside a channel, at both steady and unsteady regimes are considered. The relative recirculation length behind square ($L_c/D$) on the steady state regime are compared to the results of Yoon et al. [19] is shown in Figure 13 for Re = 10 ~ 40. Here, $L_c$ is defined as the distance between the square center and the near-wake saddle as indicated by Perry et al. [20]. In unsteady conditions (for example here, Re = 100 the profiles of velocity components ($u$ and $v$) are plotted along the centerline (i.e. $y=0$ and they are compared to those obtained by Breuer et al. [21] is illustrated in Figure 14. In addition, for this test case (i.e. Re = 100 the profiles of $u$ and $v$ at three different axial positions, i.e. $x=0$ (center of the cylinder), $x=4$ (near-wake), and $x=8$ (far-wake) are shown in Figure 15 and are compared to those obtained by Breuer et al. [21]. It can be seen from these examples that the results of the present GPU code are in an excellent agreement with the other studies. Therefore, discussing about the run-time and speed-up is feasible.

The example of lid-driven cavity flow (in the previous sub-section) shows that, PTA (with coalesced memory access) has the best performance among all studied
algorithm. Therefore, in this sub-section for analyzing runtime and speed-up, only PTA with coalesced memory access is highlighted. It is worthwhile to present streamlines and vorticity magnitude contours of the flow obtained by the preset GPU code. Figure 16 shows the streamlines of the laminar steady flow for Re = 1, 15a and 30 in which the recirculation lengths are presented in Figure 13 via the solid line. As predicted, for Re < 40 only symmetric recirculation eddies are formed immediately downstream of the cylinder. When Re is increased beyond 40, the wake behind the cylinder becomes unstable. The wake develops a slow oscillation in which the velocity becomes periodic in time and downstream distance, with increasing the amplitude of the oscillation downstream. Figure 17 demonstrates the time-dependent streamlines for Re = 100 at various times, specifically at $t = 100, 102, 104, 106, 108$ and 110 seconds. Also in Figure 18 the patterns of vorticity behind the cylinder for four different Reynolds numbers i.e. Re = 75, 100, 150 and 200 at $t = 100$ s are presented. The figure shows that the oscillating wake rolls up into two

**Fig. 14.** Comparison of the velocity profile along the centerline (i.e. $y = 0$) at Re = 100: (a) streamwise velocity, $u$, (b) Cross-stream velocity, $v$.

**Fig. 15.** Comparison of the velocity profile at three different positions in the flow field, center of cylinder ($x = 0$) near wake ($x = 4$) and far-wake ($x = 8$) at Re = 100 (a) streamwise velocity, $u$, (b) Cross-stream velocity, $v$. 

![Graphs showing comparison of velocity profiles](image)
staggered rows of vortices with opposite sense of rotation. Because of the similarity of the wake with the footprints in a street, staggered rows of vortices behind the square cylinder is called as Von-Karman vortex Street. Eddies periodically break off alternately from two sides of the cylinder as seen in Figure 18. In addition, the variation of Strouhal number \( \text{St} = \frac{fD}{U_{\text{max}}} \) computed by the cylinder diameter \( D \) the measured frequency of the vortex shedding
f and the maximum velocity $U_{\text{max}}$ at the channel inflow plane, versus Reynolds number (Re) is shown in the lower part of Figure 18. The results are also compared to those obtained by Breuer et al. [21] via a finite volume method.

The final result presents the effect of using PTA with coalesced memory access on execution times of the unsteady flow simulation. For this purpose, the runtimes and speedups of PTA for the unsteady flow across a square cylinder at Re = 100 and Re = 200 on three different grid sizes (i.e. 160 x 800, 200 x 1000, and 400 x 2000) are obtained and illustrated in Figure 19. The figure shows that PTA can decrease the time of simulation even for an unsteady flow and this time reduction would be more considerable when the computational grid points increase (as the increase of computational grid points is necessary to make results more precise).

7 Conclusion

In this research a modified approach for solving tridiagonal system of equations on GPUs is introduced which is called Parallel Thomas Algorithm (PTA). Firstly, a comparison between PTA and two conventional parallel algorithms i.e.
Fig. 18. Vorticity magnitude contours of the laminar unsteady flow over the square cylinder for $Re = 75, 100, 150$ and $200$ at $t = 100s$.

The variation of Strouhal number ($St$) versus Reynolds number ($Re$).
CR and PCR (both on GPU) as well as the serial processing solver (i.e. classic Thomas algorithm on CPU) is performed by simulating the lid-driven cavity flow. In addition, the issue of coalesced and uncoalesced memory access and its effect on the speedups are studied. The results show that the speedup of CR, PCR and PTA against CPU runtime (classic Thomas algorithm) is around 4.4x, 5.2x and 38.5x, respectively. Also, the effect of coalesced memory access and uncoalesced memory access to global memory is also examined, and a 2x speedup is achieved in coalesced memory access on GPU. In addition, to assess PTA performance in time dependent problems, the unsteady flow over a square cylinder is solved and a speedup around 9x is obtained against CPU-runtime.

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>Length and width of the square [m]</td>
</tr>
<tr>
<td>f</td>
<td>Frequency of the vortex shedding [Hz]</td>
</tr>
<tr>
<td>H</td>
<td>Height of the cavity or channel [m]</td>
</tr>
<tr>
<td>i, j</td>
<td>Index of the grid points [-]</td>
</tr>
<tr>
<td>L</td>
<td>Length of the computational domain [m]</td>
</tr>
<tr>
<td>n</td>
<td>Index for time step [-]</td>
</tr>
<tr>
<td>k</td>
<td>Index for iteration [-]</td>
</tr>
<tr>
<td>Re</td>
<td>Reynolds number [-]</td>
</tr>
<tr>
<td>St</td>
<td>Strouhal number [-]</td>
</tr>
<tr>
<td>t</td>
<td>time [s]</td>
</tr>
<tr>
<td>u</td>
<td>Horizontal velocity component [m s^{-1}]</td>
</tr>
<tr>
<td>v</td>
<td>Vertical velocity component [m s^{-1}]</td>
</tr>
<tr>
<td>W</td>
<td>Width of the cavity [m]</td>
</tr>
<tr>
<td>x, y</td>
<td>Cartesian coordinate [m]</td>
</tr>
<tr>
<td>\Delta t</td>
<td>Time step [s]</td>
</tr>
<tr>
<td>\Delta x, \Delta y</td>
<td>Grid sizes [m]</td>
</tr>
<tr>
<td>\omega</td>
<td>Vorticity [s^{-1}]</td>
</tr>
<tr>
<td>\psi</td>
<td>Stream function [m^2 s^{-1}]</td>
</tr>
<tr>
<td>\beta</td>
<td>Grid aspect ratio = \Delta x/\Delta y</td>
</tr>
</tbody>
</table>
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