Online monitoring of oil wear debris image based on CNN
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Abstract. Image monitoring of oil wear particles is currently only applicable to microflows and is susceptible to bubble interference. This paper develops an optical oil-monitoring system that can be used for large-diameter pipes with high flow rates. A shallow and wide observation cell with an equivalent diameter of Φ5 mm is designed to allow a theoretical maximum monitoring flow rate of about 8 L/min, which is a significant improvement over current image monitoring of generally less than Φ2 mm pipes. A low-magnification (0.8X–5X) stereoscopic microscope head is used to improve the field of view and depth of field, and a high-speed camera is used to increase the flow range that can be monitored. A set of experimental platforms is also constructed to produce bubbles and wear particles separately. Images of the wear particles and bubbles are then collected for subsequent training and verification of image classification algorithms. A motion object extraction algorithm based on background differences and the Otsu method is used to extract debris and bubble images, and a convolutional neural network (CNN) algorithm is used to distinguish between bubbles and debris. Compared with the traditional morphological feature extraction method, histogram of oriented gradient (HOG) feature extraction method, k-nearest neighbor (KNN) classification algorithm, and support vector machine (SVM) classification algorithm, the CNN algorithm eliminates the tedious process of feature extraction and selection, and has better classification results. The experimental results show that the system can effectively collect wear particle and bubble images and classify them, and the classification accuracy can reach 91.8%.
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1 Introduction

Lubrication systems and their components are a critical part of large and complex rotating mechanical systems, such as aero-engines, wind power gearboxes, steam turbines, and marine power plants. Bearings, gears, and other parts support the shaft and transmit the power, while the lubrication system provides oil and cooling to the bearings, gears, and other lubricated components. More than 80% of mechanical equipment failures are related to wear [1], so the information obtained from oil monitoring technology based on tribology theory can directly reflect the operation status of the system. The maintenance costs of large equipment lubrication components are very high. For example, transmission repair of the main shaft of an aero-engine can cost as much as $1 million, and the one-time maintenance of a wind power gearbox can cost as much as $250,000 [2]. Therefore, to avoid failures, it is necessary to monitor the health status of the lubricating system and its lubricating components, and take preventive measures before abnormalities occur.

Lubricating oil monitoring is an effective means of generating early failure warnings because the oil contains information about degradation and damage to lubricated components [3]. Wear particle monitoring is one of the most common methods for monitoring the health of a mechanical transmission system. By monitoring the wear particles in the lubricating fluid, the operating status of the mechanical system can be obtained. Oil debris monitoring usually reflects operational failures earlier than temperature and vibration monitoring and is more intuitive.

The detection of wear particles is essential to determine abnormal wear conditions of a machine. Offline measurement methods such as spectroscopy and ferrography are still the most common methods used for oil debris monitoring. Although the offline methods can provide comprehensive wear information, they often require expensive and complex equipment and skilled analysts, which is time-consuming and labor-intensive. Offline
methods also do not provide real-time machine health information and no longer meet the real-time requirements of current advanced-failure prognostics and health management (PHM) systems. As a result, engineers have been conducting online monitoring studies of wear particles since 1980 [4,5]. Because online monitoring is an effective means to ensure reliable operation of equipment and achieve condition-based maintenance, it has become a research hotspot in the field of mechanical fault diagnosis [6].

The current online wear debris monitoring methods are divided into four categories: optical-based debris monitoring [7–9]; induction-based debris monitoring [10]; capacitance and resistance-based debris monitoring [11–13]; and acoustic-based debris monitoring [14]. The advantages and disadvantages of the various monitoring methods are shown in Table 1 [15].

As can be seen from Table 1, the inductive sensor has low sensitivity, the resistive-capacitive sensor is susceptible to oil deterioration, and acoustic monitoring is easily affected by oil viscosity, flow speed, and mechanical vibration. The traditional oil debris monitoring method based on the optical principle has high sensitivity, generally using the principle of light shading [16], cannot distinguish between bubbles and debris. The bubbles generated in the oil circuit interfere with the debris monitoring, resulting in limited engineering application.

An inductive sensor developed by Zhu [17] can detect as small as 50 μm, which has high throughput and is not affected by bubbles. However, as an inductive sensor, it generally only acts on ferromagnetic and non-ferromagnetic metal particles in the oil, while the optical sensor can monitor all pollutants in the oil.

The LaserNet Fines automated wear particle analyzer developed by Lockheed Martin uses laser-based image processing to integrate two common oil-monitoring functions, wear particle morphology recognition, and particle counting [18]. This instrument uses a CCD camera with a resolution of 640 × 80, a 4× lens, an observation channel size of 1.6 mm × 1.2 mm, and a high-power pulsed short-time laser. Bubbles larger than 20 μm were identified by roundness calculations. Although the product can be used to classify debris by image algorithm, the camera has a lower resolution and a smaller flow path, making it difficult to apply to a real industrial environment with high flow speeds and larger oil pipes. Because the analyzer also only distinguishes bubbles by a single parameter of roundness, its monitoring accuracy needs to be considered.

The OILPAS company developed a debris monitoring sensor named INNOSIRIS [19], the core piece of the measurement instrument is a 1/1.7 inch color CCD sensor array with 14.7 megapixel resolution and a maximal frame rate of 1 Hz. In real-time operation, a particle stream of approximately 2 L/min is extracted from a liquid closed-loop and added to the circulation at a suitable location, and a small portion of the extracted particle stream is continuously guided through a flow unit and captured on the image sensor by a system consisting of a variable time interval flash and lens. INNOSIRIS’s camera resolution is high, and the collected image quality is guaranteed. However, the flow channel is small, resulting in a low flow rate in the working environment and low-frequency image sampling, so it is not possible to achieve full flow monitoring, only sampling monitoring.

Based on magnetic deposition and image analysis, Xie et al. [20,21] developed an online visual iron ferrograph (OLVF) sensor with direct reading function and the corresponding image acquisition and processing application software since 2005, which gives the index particle coverage area (IPCA) of relative wear debris concentration as the output index. The OLVF sensor is based on magnetic technology and optics, which uses electromagnetic force generated by an electromagnetic coil to deposit wear particles in the measured oil flowing through the deposition tube and uses an optical lens to measure and observe the area to be measured in the deposition tube [22]. The OLVF sensor can achieve high flow rate monitoring and can collect morphological image information of certain wear particles. However, the following problems need to be addressed: (1) electromagnets are needed, resulting in a large volume and complex structure; (2) sampling electromagnet adsorption results in debris overlap, chain arrangement, and other problems [23] not conducive to subsequent

<table>
<thead>
<tr>
<th>Method</th>
<th>Detection accuracy</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optical</td>
<td>5 μm in channel of 1.2 mm × 1.6 mm</td>
<td>High sensitivity</td>
<td>Affected by bubble and oil transparency, low throughput</td>
</tr>
<tr>
<td>Inductive</td>
<td>100 μm in channel of 12 mm diameter</td>
<td>High throughput, insensitive to oil quality, suitable for metal pipe</td>
<td>Only effective for ferromagnetic particles, low sensitivity</td>
</tr>
<tr>
<td>Resistive-capacitive</td>
<td>10 μm in channel of 40 μm × 100 μm</td>
<td>Simple structure, high sensitivity</td>
<td>Affected by water and oil transparency, causes oil deterioration</td>
</tr>
<tr>
<td>Acoustic</td>
<td>75 μm in channel of 6.5 mm × 6.5 mm</td>
<td>Distinguishes bubble and solid debris</td>
<td>Affected by oil viscosity, flow speed, and mechanical vibration</td>
</tr>
</tbody>
</table>
image analysis; and (3) the main monitoring indicator is the particle coverage area, and the measure of debris information is not comprehensive enough and cannot be accurate to a single particle.

Hao et al. [24] proposed a particle analysis method based on microfluidics and image recognition to monitor oil contamination. The system uses a micro-channel and a micro-pump to divert the flow, which results in cumbersome operations. The inner diameter of the flow channel is 150 μm. So, it is only suitable for offline analysis.

The above-mentioned research shows that the current monitoring methods based on optical images generally use the microflow channel. So, it can only be used for offline monitoring or branch sampling monitoring of microflow. Because it cannot be used for online full flow monitoring, the actual application of the industrial scene and monitoring effect is greatly reduced. Bubble interference is also a serious problem in optical oil debris monitoring, but there is little research on it. The only recognition method used is based on the single parameter roundness.

To reduce the problems of the above-mentioned monitoring system, this paper designs a lubrication oil optical monitoring system that can be used for relatively large-diameter pipes and high flow rates. A set of experimental platforms for the generation and monitoring of debris and bubbles is then built that uses a convolutional neural network (CNN)-based image recognition algorithm for particles. The subsequent structure of this paper is as follows. Section 2 introduces the optical monitoring system and the oil circuit experimental platform. The approach of particle identification based on CNN is presented in Section 3. Section 4 introduces the oil monitoring experiment and verifies the performance of the presented method compared with four traditional algorithms. Finally, conclusions are drawn in Section 5.

2 System composition

2.1 Online optical image monitoring system

The online optical image full-flow monitoring system designed in this paper includes an observation cell, microscope optical device, light source, high-speed camera, image acquisition, and storage system, as shown in Figure 1. The working principle is that in the fluid channel, the oil passes through the transparent oil observation cell at a certain speed, and in the direction of the horizontal oil observation cell, an optical microscopic imaging system is placed to image the particles in the oil flowing through the observation window in real time. After the particles in the fluid are optically imaged, the image signal is acquired by a high-speed CMOS (complementary metal oxide semiconductor) camera, converted by an image acquisition card, and sent to a computer for storage and display. The high-speed camera adopts DAHENG MER-131-210U3C with 1280 × 1024 resolution and a maximum frame rate of 200 Hz. The optical monitoring system is a JIANGNAN NOVEL OPTICS JSZ6S three-eye stereoscopic microscope, which can realize 0.8×-5× magnification conversion.

Since the scattering phenomenon occurs in ordinary circular pipes, resulting in images that cannot be acquired properly, a cuboid transparent observation cell was designed for monitoring, as shown in Figure 2a. To strengthen and protect the flow channel, an aluminum alloy shell was designed for protection, as shown in Figure 2b. A through-hole viewing window was arranged in the center of the shell according to the observed field of view. The flow channel of the observation cell is designed with a shallow depth and long width, which is suitable for the field of view and depth of field characteristics of the micro-optical system. Standard round pipes on both ends of the device make it easy to connect to the lubrication oil pipeline.

The field of view under the 0.8× objective lens can be up to 21 mm × 16.8 mm, and the maximum depth of field can be up to about 1.5 mm, so we designed the flow channel width of the observation cell as 16 mm, and the depth as 3 mm. According to formula (1) [25], the equivalent pipe diameter of the flow channel is about 5 mm, which is greatly improve the current applicable conditions of image monitoring.

\[
D_d = \frac{2 \times b \times h}{b + h}
\]

(1)

where \(D_d\) is the equivalent diameter, \(b\) is the flow channel width, and \(h\) is the flow channel depth.

When the particles pass through the monitoring field of view, if the motion time is less than the time between two frames of the high-speed camera, it can be considered that the particles can be detected. Based on the maximum frame rate of the high-speed camera and the size of the flow channel, the theoretical maximum monitoring flow rate of the system can be about 8 L/min. This system offers a
significant improvement in the range of monitored flow compared to current image monitoring systems, which are usually only available for milliliter level of flow.

2.2 Oil-monitoring test bench

To verify the online image optical monitoring system and to collect enough bubbles and debris samples for image classification training, an experimental platform for full-flow simulation of the lubrication system was designed and constructed, as shown in Figure 3. The test platform mainly consisted of a pin-disk friction wear tester, online optical image monitoring system, filter, oil tank (two), oil pump, gate valve (four) and controller, and other components. The system diagram of the experimental platform is shown in Figure 4.
3 Particle identification based on CNN

The overall flow chart of debris and bubble image recognition based on CNN is shown in Figure 5. It is described in detail below.

3.1 Image sample collection

To validate the debris identification method developed in this paper, a large number of image samples needed to be collected. The resolution size of the original image taken is 1280×1024 pixel. The acquired original debris and bubble images are shown in Figures 6 and 7. The two images on the left and right are the images between two adjacent frames. The movement of the particles from left to right can be seen clearly. As can be seen from these pictures, it is difficult to distinguish between debris and bubbles by the naked eye. Therefore, debris and bubble images need to be collected separately to facilitate the construction of a large number of training image sample sets.
3.2 Sample preprocessing

For the original images captured by the camera, it is necessary to judge whether there are wear particles or bubbles, and then extract them.

3.2.1 Moving object detection

In this paper, a background differential algorithm is used to monitor the moving objects, and background differential is a widely used method to detect moving objects [26]. The objects in a general image can be divided into foreground and background, and in this paper, the area of concern in the foreground of the image is the wear particles and bubbles. The basic principle of the method is to detect a moving object from the difference between the current frame (debris image or bubble image) and the reference frame (background image), which is calculated as follows [27]:

\[ H_D(x, y) = H_i(x, y) - H_B(x, y) \]  

(2)

where \( H_i(x, y) \) is the pixel value of the current image, and \( H_B(x, y) \) is the pixel value of the background image. If the threshold value \( T \) is set, the formula for the final extracted object is:

\[ H_D(x, y) = \begin{cases} H_i(x, y), & \text{if } |H_D(x, y)| > T \\ 225, & \text{otherwise} \end{cases} \]  

(3)

Threshold \( T \) was calculated using the Otsu method, which is an efficient algorithm for binarizing images proposed by Japanese scholar Otsu in 1979 [28]. For the image \( H(x, y) \), the foreground (i.e., the bubbles or debris) and background segmentation threshold is recorded as \( T \), the number of pixels belonging to the foreground as a proportion of the whole image is recorded as \( \omega_0 \), and its average grayscale is \( \mu_0 \); the number of pixels in the

![Fig. 6. Original images of bubbles.](image)

![Fig. 7. Original images of debris.](image)
background as a proportion of the whole image is \( \omega_1 \), and its average grayscale is \( \mu_1 \). The total average grayscale of the image is recorded as \( \mu \), and the interclass variance is recorded as \( g \). Assuming that the background of the image is light, and the image size is \( M \times N \), the number of pixels in the image whose grayscale value is less than the threshold value \( T \) is recorded as \( N_0 \), the number of pixels whose grayscale is greater than the threshold value \( T \) is recorded as \( N_1 \), then:

\[
\omega_0 = \frac{N_0}{M \times N} \tag{4}
\]

\[
\omega_1 = \frac{N_1}{M \times N} \tag{5}
\]

\[
N_0 + N_1 = M \times N \tag{6}
\]

\[
\omega_0 + \omega_1 = 1 \tag{7}
\]

\[
\mu = \omega_0 \times \mu_0 + \omega_1 \times \mu_1 \tag{8}
\]

\[
g = \omega_0(\mu_0 - \mu)^2 + \omega_1(\mu_1 - \mu)^2 \tag{9}
\]

Substitute formula (8) into formula (9) to get the equivalent formula:

\[
g = \omega_0 \times \omega_1 \times (\mu_0 - \mu_1)^2 \tag{10}
\]

Equation (10) is the interclass variance. The iterative method is used to obtain the threshold value \( T \) that maximizes the interclass variance \( g \), which is required.

### 3.2.2 Sample extraction and preservation

Since the original image size is too large and several particles or bubbles may be present simultaneously in a single image, it is not conducive to subsequent feature parameter extraction and classification. For the original image captured by the camera, one single object extraction and preservation of each image is required to ensure that there is only one particle or bubble in each final sample image.

Through experimental comparison, it is verified that the increase of edge background image has no obvious effect on the improvement of image classification accuracy. Therefore, we only need to extract the effective pixels that only contain wear particles or bubbles in the original image, and include as little background information as possible to reduce the computational complexity. The effective area size of the wear particles and bubbles is within \( 28 \times 28 \) pixels. Based on the results of the above motion object detection, the coordinates of the center of the moving object (the wear particles or the bubbles) are found, and then the pixel set of the surrounding \( 28 \times 28 \) pixel area is taken out with this point as the center. Finally, all extracted objects are saved as \( 28 \times 28 \) pixel BMP (Bitmap) format images.

### 3.3 CNN image classification algorithm

CNN is a multi-layer neural network that is now widely used in various image classifications. It consists of multiple convolutional layers and pooling layers alternately, and each layer is composed of multiple independent neurons. The CNN model’s convolutional layer can achieve automated image feature extraction to avoid excessive human intervention, while its local connection, weight sharing, and other techniques can effectively reduce network parameters, thereby reducing the computational volume of the network model and improving the generalization capability of the model [29]. It usually consists of the convolutional layer, the pooling layer, the fully connected layer, and the output layer.

#### 3.3.1 Convolutional layer

The convolutional layer in the CNN is formed by convolutionally summing the different trainable convolutional kernels with all the feature maps of the previous layer, adding a bias, and outputting the result as an activation function to form the feature map of the current layer.

#### 3.3.2 Pooling layer

The pooling layer is generally connected after the continuous convolutional layer, and the input is down-sampled. There are various methods of down-sampling, such as maximum pooling and average pooling. Maximum pooling refers to the area corresponding to the size of the filter on the image, and the largest pixel value is taken in this area to obtain the feature data. In general, the feature data obtained by this method better preserves the texture of the image. Average pooling means that in the above area, all pixels in the area that are not 0 are averaged to obtain feature data. This method usually preserves the extraction of image background information better than maximum pooling. This article uses the maximum pooling method.

#### 3.3.3 Fully connected layer

The fully connected layer converts the two-dimensional array corresponding to each feature map in the previous layer into a one-dimensional array, and then concatenates all the converted one-dimensional arrays into a feature long vector as the input of the fully connected layer.

#### 3.3.4 Classification layer

CNN’s last classification layer, softmax, is a multi-output competitive classifier. The classification results in multiple items. Each item is divided by their cumulative sum so that the sum of the output of all items is 1. Each corresponding number represents the predicted probability value of the category, and the maximum probability is selected for the output as its final classification result.
3.4 CNN-based wear particle detection

The CNN-based debris detection process is as follows.
- Separately collect sufficient original image sample data through experiments. Organize and prepare a collection of all image samples, both positive samples (debris) and negative samples (bubbles).
- After sufficient image samples have been collected, image preprocessing, including motion object monitoring extraction and storage, is performed. Then trim the sample to a uniform size. In this article, all sample images are adjusted to 28 × 28 pixel size.
- Label the sample for all positive and negative samples. In this paper, all debris samples are labeled 1, and all bubble samples are labeled 0.
- Divide all samples into three parts: training samples, validation samples, and test samples.
- Use training samples and verification samples to conduct CNN network training and optimize the classification results by adjusting network parameters. Then save the final classification network and model parameters.
- Input the test sample into the obtained classification model, obtain the output label, compare it with the real label, analyzes the classification accuracy of the model, and verify the final detection effect.

4 Experiment and result analysis

4.1 Experimental procedure

4.1.1 Sample collection

Shell 15W-40 lubricating oil used in this experiment is a kind of oil widely used in practical industry. According to the final effect of the experiment, the monitoring system can clearly capture the corresponding wear particle image, and the system is not negatively affected by the light transmittance of oil.

An experimental platform, as described in Section 2.2, was designed and constructed to collect enough image samples for subsequent experimental analysis. At the beginning of the experiment, the background picture was collected and saved for particle or bubble detection.

When collecting the bubble image samples, the experiment uses new lubricating oil, turns off the pin-disk tester, opens gate valves 1 and 4, closes gate valves 2 and 3, and turns on the oil pump to perform a circulating operation. The oil will continuously generate bubbles during the circulation process due to the disturbance of oil in tank 1, and there are no particles in the oil because it is new and filtered.

When a sufficient sample of bubble images has been collected, debris images can be acquired. Place the observation chip behind a long 2 m straight pipeline, and reduce the bends and turns in the pipeline, so as to avoid turbulence and bubbles during oil operation. Before each experiment, the oil is left in tank 1 for 2 hours so that all bubbles in the oil dissipate. Then gate valves 1 and 2 are opened, gate valves 3 and 4 are closed, the pin-disk tester and the oil pump are turned on. At this point, the oil circuit is not circulating, and the oil was simply transferred from tank 1 to tank 2, so there are no bubbles generated as the oil passes through the online optical image monitoring system, only wear particles generated from the pin-disk tester. One experiment ends each time the oil in tank 1 is transferred to tank 2. Before collecting debris images again, gate valves 3 and 4 are opened, gate valves 1 and 2 are closed, the oil pump is turned on, and the oil is drawn from tank 2 back to the tank 1. The oil is left for 2 hours, and then the experimental steps are repeated to collect wear particle images again.

By strictly executing the above experimental steps, images of the debris and bubble samples can be accurately captured, respectively, as shown in Figures 6 and 7.

4.1.2 Image sample preprocessing

Background differential and Otsu algorithms described in the previous section are applied to extract and save the set of motion debris and bubbles images. A total of 4500 debris and 4500 bubble images were extracted from the experiments, constituting all the training, validation, and testing sample sets. Figures 8 and 9 show examples of 100 bubbles and 100 debris image samples, respectively.

4.2 CNN network construction and wear debris monitoring

As can be seen from Figures 8 and 9, it is difficult to distinguish bubbles and debris with the naked eye, so it is essential to apply an automatic image classification algorithm to distinguish the wear particles from the bubble interference.

The CNN network structure constructed in this paper is shown in Figure 10, including an input layer, three pairs of convolutional and pooling layers, a fully connected layer, and an output layer. The specific structural parameters of the network are also shown in this figure.

Nine thousand samples were collected in this experiment (4500 debris, 4500 bubbles). One thousand of these were selected as test samples (500 debris and 500 bubbles), and then 1000 of the remaining 8000 samples were randomly selected as validation samples during the training process, and the remaining 7000 were used as training samples of the CNN model.

The 7000 training samples were used as input to the CNN network model to perform network parameter training iterations. After every 30 iterations during the training process were verified by using verification samples. In order to reduce overfitting, we introduce L2 regularization and set the L2 regularization factor in the network parameters to 0.02. The accuracy of the training process changed, as shown in Figure 11, and the loss function of the training process changed, as shown in Figure 12. It can be seen from the figure that the model results tended to be stable when the number of iterations reached about 800. The final network model and parameters were then saved.
The confusion matrix for the validation sample set is shown in Table 2. The final classification accuracy of the validation data is 94.4%.

The 1000 test samples were input to the network model saved above to obtain the corresponding prediction results and compare with the true labels of the samples. The confusion matrix of the test sample is shown in Table 3, and the final classification accuracy of the test data is 91.9%.

The parameter interpretability of convolutional neural network has always been a research difficulty, and there is no unified conclusion. For the adjustment of the parameters of the deep learning network, the author tries to compare many values and select the optimal parameter value. The input image size, the author tried 100 × 100 (91.8% test accuracy), 50 × 50 (91.8% test accuracy) and 28 × 28 (91.9% test accuracy), and found that it had little...
effect on the accuracy of the final test data. Compared with the cropped 28 × 28 pixel image, the 100 × 100 pixel image only contains more background information, indicating that the increase of background information is not helpful to the improvement of image classification accuracy. Therefore, 28 × 28 with the lowest computational complexity was selected. In terms of network layers, the author tried 1, 2 and 3 layer number network structures (3 × 3 spatial pooling area, the maximum number of layers is 3), as shown in Table 4, and finally chose the 3-layer network with the highest accuracy of the test data.

The CNN network constructed by the author in this paper is compared with the popular LeNet and AlexNet. Their classification accuracy for the test set is shown in Table 5. It can be seen that the CNN network constructed in this paper has higher classification accuracy. Compared with the classical LeNet network, the network used in this paper has increased the network complexity, such as increasing the number of convolution filters, adding the third layer maximum pooling layer, and achieving higher classification accuracy.

4.3 Comparison with other classification methods

To verify the effectiveness of the classification algorithm proposed in this paper, the above classification results were compared with several widely used traditional feature extraction and classification algorithms.

For the feature extraction of particles, the traditional method generally uses morphology-based extraction of feature parameters, and in this paper, 13 morphological and color feature parameters [30,31] (area, equivalent circle diameter, long axis length, short axis length, long-short axis ratio, roundness, perimeter, RGB (red-green-blue) mean and standard deviation, etc.) of debris and bubbles were extracted and compared with HOG (histogram of
oriented gradient) feature parameters. The specific morphological parameters are calculated as shown in Table 6, where $p_R(k)$, $p_G(k)$, and $p_B(k)$ represent the pixel frequencies with RGB falling at the $k$th level, respectively, $0 \leq k \leq 255$.

The essence of HOG is the statistical information of the gradient. HOG has many advantages over other methods of characterization. First, because HOG operates on local square cells of the image, it is well invariant to both geometric and optical deformations of the image, which appear only over a larger spatial domain. Second, under conditions of coarse spatial sampling, fine directional sampling, and strong local optical normalization, subtle

<table>
<thead>
<tr>
<th>Number of network layers</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>54.5%</td>
</tr>
<tr>
<td>2</td>
<td>83.7%</td>
</tr>
<tr>
<td>3</td>
<td>91.9%</td>
</tr>
</tbody>
</table>

Fig. 12. Loss changes in CNN training process.

Table 2. Confusion matrix for validation data.

<table>
<thead>
<tr>
<th>True Class</th>
<th>Bubble</th>
<th>Particle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bubble</td>
<td>476</td>
<td>24</td>
</tr>
<tr>
<td>Particle</td>
<td>32</td>
<td>468</td>
</tr>
<tr>
<td><strong>Predicted Class</strong></td>
<td><strong>95.2%</strong></td>
<td><strong>93.6%</strong></td>
</tr>
</tbody>
</table>

Table 3. Confusion matrix for test data.

<table>
<thead>
<tr>
<th>True Class</th>
<th>Bubble</th>
<th>Particle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bubble</td>
<td>466</td>
<td>34</td>
</tr>
<tr>
<td>Particle</td>
<td>47</td>
<td>453</td>
</tr>
<tr>
<td><strong>Predicted Class</strong></td>
<td><strong>93.2%</strong></td>
<td><strong>90.6%</strong></td>
</tr>
</tbody>
</table>

Table 4. The classification accuracy of different network layer number for test samples.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>My Net</td>
<td>91.9%</td>
</tr>
<tr>
<td>LeNet</td>
<td>88.5%</td>
</tr>
<tr>
<td>AlexNet</td>
<td>89.7%</td>
</tr>
</tbody>
</table>

Table 5. The classification accuracy of different networks for test samples.
Table 6. Morphological parameters.

<table>
<thead>
<tr>
<th>Type</th>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>Area $S$</td>
<td>$A = \iint dx,dy$ or $A = H(0)$</td>
</tr>
<tr>
<td></td>
<td>Equivalent circle diameter $D$</td>
<td>$D = \sqrt{\frac{4 \cdot \pi}{3} \cdot \frac{A}{\pi}}$</td>
</tr>
<tr>
<td></td>
<td>Long axis length $a$</td>
<td>$a = \left(\frac{4}{\pi}\right)^{\frac{1}{2}} \cdot I_{\alpha}^{\frac{3}{2}} I_{\xi}^{rac{5}{2}}$</td>
</tr>
<tr>
<td></td>
<td>Short axis length $b$</td>
<td>$b = \left(\frac{4}{\pi}\right)^{\frac{1}{2}} \cdot I_{\alpha}^{\frac{3}{2}} I_{\xi}^{rac{5}{2}}$</td>
</tr>
<tr>
<td>Shape</td>
<td>Long-short axis ratio $R_t$</td>
<td>$R_t = \frac{a}{b}$</td>
</tr>
<tr>
<td></td>
<td>Roundness $R_d$</td>
<td>$R_d = \frac{P_e^2}{4\pi \lambda A}$</td>
</tr>
<tr>
<td>Edge</td>
<td>Perimeter $P_e$</td>
<td>$P_e = H'(0)$</td>
</tr>
<tr>
<td>Color</td>
<td>R mean value $\mu_R$</td>
<td>$\mu_R = \sum_{k=0}^{255} k \cdot p_R(k)$</td>
</tr>
<tr>
<td></td>
<td>R standard deviation $\sigma_R$</td>
<td>$\sigma_R = \left{ \sum_{k=0}^{255} \left( k - \mu_R^2 \right) \right}^{1/2}$</td>
</tr>
<tr>
<td></td>
<td>G mean value $\mu_G$</td>
<td>$\mu_G = \sum_{k=0}^{255} k \cdot p_G(k)$</td>
</tr>
</tbody>
</table>
changes in the monitored object can be ignored without affecting detection. HOG is thus now widely used in target detection and classification [32].

Traditional classification algorithms, which generally appear in conjunction with feature parameters, include SVM (support vector machine) and KNN (k-nearest neighbor). SVM is a supervised learning method that is widely used in statistical classification as well as regression analysis, showing many unique advantages in solving nonlinear and high-dimensional pattern recognition problems, and its efficiency has been demonstrated in many recognition applications [33]. Whereas KNN is classified by measuring the distance between different eigenvalues. The parameters of SVM and KNN model algorithm are adjusted and optimized in the training process. In this paper, RBF kernel function is used in SVM, with penalty factor of 10 and kernel scale of 2. KNN is calculated by Euclidean distance, and the nearest neighbor number k is 5.

The classification accuracy of test samples of the five methods is shown in Table 7.

Table 7. The classification accuracy of test samples.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Morphological parameters +SVM</td>
<td>73.6%</td>
</tr>
<tr>
<td>Morphological parameters +KNN</td>
<td>75.3%</td>
</tr>
<tr>
<td>HOG+KNN</td>
<td>81%</td>
</tr>
<tr>
<td>HOG+SVM</td>
<td>75.9%</td>
</tr>
<tr>
<td>CNN</td>
<td>91.9%</td>
</tr>
</tbody>
</table>

5 Conclusion

To solve the problem that current image monitoring of oil wear particles is not suitable for the online full-flow working environment and is susceptible to bubble interference, a new optical image monitoring system was constructed for online debris image monitoring. A set of oil-monitoring test benches was designed and built to enable the acquisition of wear particle and bubble images. These images were extracted by background differential and Otsu algorithms, and the CNN (convolutional neural network) classification algorithm was applied to detect the wear particles from the bubble interference. The CNN algorithm eliminates the manual feature selection and extraction process. The experimental results show that the CNN algorithm applied in this paper has a significantly higher classification accuracy up to 91.8% compared to the traditional manual feature parameter extraction processes based on morphology or HOG, and SVM- and KNN-based classification algorithms which the maximum classification accuracy can only reach 83.8%. Different from the traditional microfluidic or online visual ferrograph image monitoring system, this oil image monitoring system provides a new way to monitor lubrication oil debris, which can be used in full-flow online monitoring and get the separate particle image. Because of the
intuiveness of image monitoring, this system is different from the indirect debris sensors, such as inductive-based, resistive-based, capacitive-based and acoustic-based sensors, it can provide a feasible way to compare and verify the performance of these non-visual online wear particle-monitoring sensors.

While the optical monitoring system and image processing algorithm designed in this paper have achieved some positive results in debris monitoring, more work needs to be done in the future. The system is currently possible to calculate the number and size of particles (including oil pollutants), and in further research, we will focus on the surface texture information of wear particles, distinguish wear particles and pollutants, and be specific to differentiating between specific types of debris to obtain more accurate and comprehensive wear information.
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