Research on custom-tailored swimming goggles applied to the internet

Xiaobo Bai*, Kai Wu, Song Qin, Yi Wang, and Qian Yang

School of Art and Design, Xi’an University of Technology, 710048 Shaanxi, China

Received: 16 December 2021 / Accepted: 24 April 2022

Abstract. Custom-tailored designs have attracted increasing attention from both consumers and manufacturers due to increasingly intense market competition. We propose and verify a method for custom designing swimming goggles that is suitable for use on the Internet. Twenty-five points representing head features were first identified, and the relationship between these points and the size of the goggles were confirmed. The correct position for photography was then experimentally determined, and a camera-position corrector was designed and manufactured. A three-dimensional (3D) scanning model was divided into 18 planes based on the feature points, and the contour curve of the surface on each plane was extracted. Secondly a Hermite interpolation curve was then used to describe the contour curve for the head, and a parametric 3D head model was established. The method of using orthographic photographs with patches to obtain 3D data was summarized to determine the size of the user’s head, and a 3D model of the user’s head and the 3D model of the goggles were established. Lastly, we developed an algorithm for eliminating errors in the photographs. We also produced an operational flowchart for an application (APP) following the research approaches and then determined the page structure of the APP based on the flowchart to verify the validity of our proposed method and ultimately to establish an APP for interactively designing swimming goggles. The entire APP operation process was completed using a volunteer as an experimental subject when a model for custom-tailored goggles was obtained. The model was then processed and applied using 3D printing. The volunteer confirmed the model by declaring that the goggles were comfortable to wear and perfectly positioned on his face, thereby verifying the validity of the method.
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1 Introduction

The technology for manufacturing products is gradually maturing and improving with the rapid development of science and technology, reducing the barriers to product manufacturing, thereby leading to strong competition in the marketplace and increasing the homogeneity of products. The production of enterprises is becoming increasingly intelligent in the fourth era of the industrial revolution, and the demand for individualized products is becoming stronger. Enterprises should thus be able to respond quickly to the diversified needs of customers and dynamic changes in the marketplace, which have become the main means for most companies to improve their core competitiveness [1].

Custom-tailored designs have become increasingly desirable in the last 10 years with the upgrading of Internet technology, the popularization of three-dimensional (3D) printing, and the improvement of printing technology [2]. The Spreadshirt and Designhill websites provide a variety of T-shirt customization services, and the Cafepress, Zazzle, and Etsy websites provide customized design services for a variety of daily necessities and gifts. Many websites for customized furniture and kitchenware, such as Boconcept and Crddesignbuild, provide a variety of customized solutions. Many companies in the home-appliance industry plan for custom-tailored solutions in advance. Samsung has launched a website for customizing refrigerators, where consumers can customize color and size based on the decor of their kitchens [3], and companies in China such as Haier have also entered the era of customizing the design of home appliances [4]. Automobile companies have also prepared and begun to enter the era of custom design. General Motors can build and deliver
custom cars within 15–20 days. DaimlerChrysler’s Fast Car and Ford’s Consumer Connect programs aim to link design, manufacturing, and marketing using advanced IT systems, which will make real-time product development transparent and allow the production of profitable customized vehicles [5].

The market share of wearable products has recently been expanding, because the products can seamlessly link to other electronic devices to meet the needs of users. Some wearables even have more than one application, and application products can be developed for a variety of individuals and workplaces [6]. As the object of this study, swimming goggles are typical wearable products. The design of swimming goggles should follow the principles of ergonomics; it needs to conform to the anatomical structure of the human face, nose, and eyes to ensure that the goggles are comfortable to wear and do not leak. The interaction between humans and computers is not currently emphasized in the design of swimming goggles, and most of the existing customized design systems in the market and academia are inclined to the customization of product appearance and color, without considering the difference of head size. An effective method for customizing the design of products to integrate the existing technology, quickly and effectively establish a model of the user’s head, and use the size data of the model to carry out the customized design of (swimming goggles) products is also lacking, so swimming goggles may cause discomfort and fatigue if they do not fit well or if customers wear them for a long time. Such inappropriate designs may threaten the safety and health of users. Swimming goggles should fit the user’s head well to provide a comfortable and safe user experience. We therefore used advanced methods for measurement to obtain samples of human heads and then established a parameterized head model. Photographs provided by the user were used to obtain data for the size of the user’s head using a program for obtaining sizes from photographs. The size data were then used to modify the parameterization model for establishing a 3D model of the user’s head. The product size was then obtained based on the 3D model. The parameterized product model was modified for comfort, and the product appearance was modified to make it consistent with the user’s image. Lastly, an interactive design application (APP) for swimming goggles was developed and verified by examples based on the theoretical results.

2 Pertinent research

2.1 Measurement of body size

Anthropometry is widely used in product design to make the products more comfortable and safer. People of different races, ages, heights, and weights differ greatly in body size [7]. Some studies have therefore used a group of people of a particular race and age as samples for measuring the human body in one dimension [8,9] and then used statistical methods for analyzing the one-dimensional (1D) size of the human body. The sparse data obtained from anthropometry in 1D space, however, is not enough to ensure the comfort and functionality of the product. The shape and size of the body are not only very diverse due to gender, race, and age, but also have a complicated 3D surface-fitting relationship with the products, which makes wearables uncomfortable or cumbersome for users. The products will also interfere with normal user activity.

Formfitting consumer products usually need a complete 3D configuration during the design to adapt to the body or to specific body parts, so conducting a comprehensive study of the shape and size of the human body is necessary. Robinette et al. [10,11] used a 3D-scanning method to collect 3D data of body size for people aged 18–65 years from four countries, the United States of America, the Netherlands, Italy, and Canada. In particular, they collected detailed data on 30 head and facial features and established the Civilian American and European Surface Anthropometry Resource (CAESAR) database, which provided a reliable basis for the design of wearable products. Yan Luximo and others of the Hong Kong Polytechnic University [12] collected 1620 3D-scanned samples of different ages and genders in six regions in northern and southern China and created the SizeChina database of head sizes. A principal component analysis of male and female heads was then performed for head height, head length, head breadth, face height, face length, mandible width, nasion depth, and chin depth. Models of ordinary male and female heads were then obtained, which indicated that head and face sizes were significantly larger for males than females. Adapting the size of wearables such as helmets, glasses, and masks to different races at the same time is difficult due to ethnic differences. Roger Ball [13] compared the head and face data from the SizeChina and CAESAR databases and found that heads were rounder for Chinese people than Europeans and Americans, but the foreheads and backs were straighter.

The acquisition of data for human body size has entered a stage where 3D scanning is now the primary tool, and physical measurement has become secondary. Data for the human body will thereby become more accurate. These methods for measuring body size, however, will eventually statistically obtain an average size, which can then be used for product design and other tasks. Few studies, though, have proposed a method for the real-time measurement of human body size for custom-tailored designs.

2.2 Method for obtaining 3D data of the human body

Almost all 3D scanning data of the human body are currently from expensive laser 3D scanners, e.g. the Cyberware WB4 [14] and Vitrionic Viro 3D Pro [15] scanners are often used [16], but both scanners are large and difficult to transport, and their use is severely restricted, which causes some difficulties in sample collection. Some researchers thus use the portable Cyberware 3030 and LT3DFaceCamTM EXI [17] scanners to scan the head and face, and some researchers use computerized tomography (CT) to obtain 3D data of the human body [18–20]. Both 3D and CT scanning equipment, however, are expensive, and ordinary consumers are not able to purchase this equipment. These two types of scanning instruments therefore cannot currently be used for custom-tailored designs.
Some researchers have tried to use inexpensive methods to obtain 3D data of the human body. For example, depth cameras and 3D photographic stereomaging technology are now popular research fields. Kinect is a motion-sensing camera from Microsoft that sells for less than US$200. Its sensors are mainly composed of depth and RGB (red, green, blue) cameras, which are used to obtain 3D information of objects. Kinect can obtain the depth and RGB images of the object at the same time. It can also obtain the point cloud coordinates of the object in space and the obtained RGB image by reading the depth image to restore a high-precision 3D model with the original color. Some researchers have optimized and improved the Kinect algorithm to improve scanning accuracy and to scan small objects and reconstruct them using Kinect [21]. Other researchers have used Kinect in health care and have evaluated its image performance, and some believe that Kinect can be used in facial imaging or breast surgery [22]. Kinect has also been widely used to model the human body. Jing Tong used multiple Kinect cameras to build a 3D scanning platform and established an accurate and complete 3D model of the human body [29]. Hou used Kinect to simultaneously obtain depth and color images of the user and used Laplace Mesh Deformation (Laplace Mesh Processing) to obtain a more realistic 3D model of faces [24]. Wang presented a novel approach for the dynamic reconstruction and tracking of the motion of the human body using low-cost depth cameras, and a novel data-driven 3D model of the human body was introduced to efficiently reconstruct models of the human body with wide shapes and pose variations using only a limited number of training databases with a standard standing pose [25].

Another reconstruction algorithm is based on the principle of camera imaging systems or video [26], using multiple photographs from different angles to reconstruct a 3D model. This algorithm usually includes the following steps: extraction of image characteristics, depth restoration, point-cloud registration, and deep integration. Huang et al. [27] used machine-learning algorithms to obtain facial features and then modified the size of glasses based on the facial features, thereby enabling interactions with users for modifying the shape of the glasses based on the contents of product semantics. Chin and Kim [28] used orthogonal photographs of users to capture facial features, proposed an effective low-polygon algorithm to generate low polygonal 3D models of human face, and then applied this theory to wearables. Experimental research was next conducted on three methods of measurement, and the advantages and disadvantages were summarized. Laser scanning is very accurate but cannot be popularized due to the high cost, so it is not a suitable tool for custom-tailed design (Table 1). Depth cameras are more affordable, but they generally only appear in the market as game hardware and have recently begun to gradually leave the market, so they are also not suitable. Taking photographs has become a part of people’s daily life since the advent of smart telephones, and the accuracy of the 3D reconstruction of photographs can be improved by algorithms and the use of the correct capture mode. We therefore applied the 3D prototyping of photographs to obtain data of the heads of users.

2.3 Design of wearables

Statistical data can be obtained by the 3D measurement of the human body. Some researchers have endeavored to conduct design research on wearables based on these data. Ellena first collected data for 3D models of the heads of several Australian cyclists and then divided their head shapes into four levels [29]. The inner surfaces of helmets were constructed referring to the outer surfaces of the four levels of head shapes. Finally, a helmet suitable for Australian cyclists was designed [30]. Zhu Zhaohua et al. first used 3D scanning and other methods to produce a number of models of ear canals of young Chinese males and females and then divided the shapes of their auricles into 24 groups using a cluster analysis of the 3D model [31]. Earphones were later personalized, customized, and finally verified after setting the design objectives as skid-proof and wearable, which led to good results [32]. Chih-Hsing used a principal component analysis to reduce the complexity of 3D data of faces, determined the correlation between different parameters, and defined the feature points of the face based on the standard of the face database. The key dimensions of the facial features were then used to construct a 3D face model based on kriging nonlinear regression to parametrically design glasses [33]. Roger Ball et al. used a 3D scanner to obtain data of the human body and imported it into Rhino software to achieve the 3D design of wearables [17], and Buonamici et al. designed easy-to-use semi-automatic tools for modeling the medical device and proposed a methodology to produce 3D printable casts for wrist immobilization [34]. Wonsup Lee used the CAESAR database to analyze the relationship between the sizes of various wearables and the feature points of the human head and established a system for analyzing the relationship between the size of the human body and the wearables. The target product and the relationships between the target population, the number of scales, and the representative face models were analyzed using this system to help the design of wearables [35].

A literature review indicated that personalized designs could be achieved in many ways, but these methods were not completely applicable to the custom-tailed design of wearables applied to the Internet. In the process of personalized custom design, the designer needs to communicate with the user in real time, and the equipment used to obtain the body data should be easy to obtain. In addition, the literature on head measurement and head 3D reconstruction that we have seen so far is basic research for mass customization design, without considering that with the maturity of 3D printing technology and 5G technology, personalized interactive customization design of products has become possible. We therefore developed a method for obtaining the user’s head size based on orthogonal photographs, which would help users to take photographs correctly using auxiliary tools designed by us. The patches and auxiliary tools are then used to improve the accuracy of obtaining data from photographs. Parametric drawing is also used to obtain a 3D model of the user’s head, and the design of the wearables is completed based on this model.
Table 1. Comparison of three methods used to obtain human data.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Possibilities</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser scanning</td>
<td>1 High accuracy</td>
<td>1 Unable to obtain coloring information of 3D data</td>
<td>Accurate three-dimensional information database can be established</td>
<td>For professional use only</td>
</tr>
<tr>
<td></td>
<td>2 Data obtained are very comprehensive</td>
<td>2 Expensive</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3 Data cannot be obtained due to the high gloss surface of humans</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4 Too much data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depth cameras</td>
<td>1 Inexpensive</td>
<td>1 Camera parameters need to be calibrated</td>
<td>Can obtain real-time three-dimensional scanning data and has a wide range of potential application</td>
<td>Not widely available, so ordinary users without specific needs would not buy this hardware</td>
</tr>
<tr>
<td></td>
<td>2 Three-dimensional images can be obtained relatively quickly</td>
<td>2 Scanned background needs to be simple</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3 The data are more accurate after using the improved algorithm</td>
<td>3 Procedures need to be perfected to improve scanning quality</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Three-dimensional reconstruction of photographs</td>
<td>1 Cheapest</td>
<td>1 Accuracy of the data is not high</td>
<td>Accuracy of scanned data using a variety of methods can be effectively improved</td>
<td>Professional software is needed to perform three-dimensional reconstruction</td>
</tr>
<tr>
<td></td>
<td>2 Easy to use</td>
<td>2 Many photographs from different angles are needed</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3 Data transmission is simple and fast</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 3 Methodology

#### 3.1 Description of the methods

The main and specific research components of this study were divided into several categories (Fig. 1). The anatomy of the human head was first studied, and the head-feature points were determined based on the characteristics of the human head and the product to be designed, which can be quickly identified and calibrated by non-professionals, and a 3D scanning model was divided into 18 planes based on the feature points, and the contour curve of the surface on each plane was extracted. Then a Hermite interpolation curve was used to describe the contour curve for the head, and parametric models of the head and swimming goggles were established. We experimented on how to use stickers, auxiliary tools, voice reminders, and other methods to help users take photographs correctly so that they could obtain more accurate head sizes. An algorithm for preprocessing photographs was used to preprocess the user’s photographs to obtain the head size using a photograph-reading algorithm, and the stickers and auxiliary tools were used in the photographs as a reference to correct errors in the extracted data of the user’s head size. The calculated data of user head sizes were used to modify the established head parametric model to construct a 3D model of the user’s head. The user could then choose to modify the shape and color of the swimming goggles based on their preferences, and the system would establish a parametric model of the goggles based on their choices and the characteristics of the surface of the user’s head. We used 3D printing technology based on the model of the goggles for rapid production. We used all this information to experiment on taking photographs, determining the correlation between the size of the swimming goggles and the human body, establishing a 3D parametric model of the head, and acquiring the photograph sizes. Finally, the interactive interface of the APP was designed based on theoretical research and the product was made using 3D printing.

#### 3.2 Determination of head-feature points

The feature points of the human head have been previously defined in detail [12,16], but both of these studies used different research methods, so the selected feature points differ slightly. We defined 25 feature points (Fig. 2) based on the position where the product was worn on the human body, combined with the definitions of the feature points of the body in various studies, with more feature points especially around the eyes. Point 25 was chosen as the center of rotation of the human head and was used for subsequent data compensation.

#### 3.3 Correlation between the size parameters of the swimming goggles and head size

The contoured silicone gasket of swimming goggles must be precisely pressed on the red line (around the eyes, see...
Fig. 3) and must fit perfectly with the curved surface around this line to ensure comfort and a good seal. The design process should therefore ensure that the black curve in Figure 4a is outside the red line in Figure 3 and that the red and black curves in Figure 4c should be similar to the curvature of the face surface at that point. Ten decisive parameters are determined (Tab. 2) based on the characteristics of swimming goggles when designing the goggles. Eight of these 10 parameters are associated with the feature points of the head, which are mainly concentrated around the eyes.

The determination of feature points should follow two principles: they should be clear and effective. We verified the validity of feature-point selection by conducting a virtual wearing experiment on a 3D model of the swimming goggles (Fig. 5a) and 3D scanning models of three volunteers (Figs. 5b–5d). The experiment identified a large distance between the goggles and the volunteer’s head at the upper edge of the goggles, the lower eyelid area of the lower edge, the nasal width of the lower edge, and the outer edges of the goggles on both sides. Combining the literature [35,37] and the information in Table 2, we have therefore determined the feature points associated with the goggles and determined the effective positions of the feature points. To ensure that users could preview the aesthetic effect of the swimming goggles and their own head model at the later stage, we also used the literature [35,37] to determine other feature points of the head (Fig. 2) to build a full-head 3D model.
3.4 Establishment of a 3D parametric model of the head

3.4.1 Extraction of head contour lines

Figure 6 shows a 3D model of the head that has been scanned and repaired. The 3D head model was segmented using 18 parallel planes passing through the feature points in Figure 2 based on the distributional positions of the points. A denser segmentation plane was set above and below the eyes because it was intended for designing swimming goggles. The plane segmentation was first used to scan the head model and to extract contour lines for each part of the segmented surface. Some of the contour lines were simplified, such as the eyeballs and ears, and the extra curve segments were then removed and connected smoothly. Finally, 18 closed curves on 18 parallel planes were obtained.

3.4.2 Establishment of a 3D coordinate system of the head

A 3D coordinate system of the head needed to be established in order to build a parametric model (Fig. 6). Based on

Table 2. Relationships between goggle size and head-feature points.

<table>
<thead>
<tr>
<th>Dimension parameter</th>
<th>Dimension</th>
<th>Explanation</th>
<th>Relationship with head-feature points</th>
</tr>
</thead>
<tbody>
<tr>
<td>a1</td>
<td>Width of the lens</td>
<td>Width of the lens should correspond to the width of the red line in Figure 4</td>
<td>5,6,8,9</td>
</tr>
<tr>
<td>a2</td>
<td>Width of the bridge</td>
<td>Width of the lens and the black vertical line in Figure 4</td>
<td>4,5</td>
</tr>
<tr>
<td>a3</td>
<td>Angle of the bridge of the nose</td>
<td>determine where the frame meets the bridge of the nose</td>
<td>4,5</td>
</tr>
<tr>
<td>a4</td>
<td>Height of the lens</td>
<td>Height of the goggles should correspond to the height of the red line in Figure 4</td>
<td>3,4,5,7,10</td>
</tr>
<tr>
<td>a5</td>
<td>Width of the frame</td>
<td>Width of the frame</td>
<td>–</td>
</tr>
<tr>
<td>a6</td>
<td>Relative thickness of the frame</td>
<td>Vertical distance between the bridge and the edge of the frame</td>
<td>4,7</td>
</tr>
<tr>
<td>a7</td>
<td>Angle of the arm</td>
<td>Angle between the leg and the vertical black line in Figure 4</td>
<td>4,7</td>
</tr>
<tr>
<td>a8</td>
<td>Curve of the lens frame</td>
<td>Curve of the frame is the curve where the goggles are in contact with the human head</td>
<td>3,4,6,7,8,9,10</td>
</tr>
<tr>
<td>a9</td>
<td>Thickness of the goggle frame</td>
<td>Thickness of the goggle frame</td>
<td>–</td>
</tr>
<tr>
<td>a10</td>
<td>Position of the goggles</td>
<td>Position of the lens in the frame</td>
<td>5,7,8,10</td>
</tr>
</tbody>
</table>

Fig. 4. Size parameters of swimming goggles (see Tab. 2).
studies of the human head, the Frankfurt plane was used as a horizontal plane, and a vertical plane was established on the plane containing the axis of symmetry of the head to form a coordinate system with the vertical plane passing through point 24 in Figure 2. The origin of the coordinates was the intersection of the above three planes. The X-axis was then the line of intersection between the Frankfurt plane and the vertical plane passing through point 24, the Y-axis was the line of intersection between the Frankfurt plane and the symmetry plane of the head, and the Z-axis was the line of intersection between the vertical plane passing through point 24 and the symmetry plane of the head.

3.4.3 Establishment of an interpolation curve

Interpolating the extracted and simplified head contour curve with a curve equation for subsequent analysis was necessary for constructing a parameterized head model. All curves in this study were calculated by the interpolation of 20 points. We mainly used the user’s orthogonal photographs and the calibrated coordinates in the photographs to modify the parametric model. The coordinates of some points in the head profile curve could therefore be obtained directly from the photographs (Fig. 7), but others needed to be automatically obtained based on the interpolation equation. We thus chose the Hermite interpolation curve with free parameters to describe the head contour curve [38]. Figure 7 shows the curve obtained using the point interpolation method.

Through a series of known points, \( P_i \), and the corresponding tangent vectors \( T_i \), where \( i = 1, 2, \ldots, n \), this curve equation can be expressed as:

\[
H_i(k) = D_i^0(k)P_i + D_i^1(k)\left( P_i + \frac{1}{5}T_i \right) + D_i^2(k)\left( \frac{\delta + 10}{10}P_i + \frac{\theta + 4}{10}T_i \right) + D_i^3(k)\left( \frac{\delta + 10}{10}P_i + \frac{\theta - 4}{10}T_i \right) + D_i^4(k)\left( P_{i+1} - \frac{1}{5}T_{i+1} \right) + D_i^5(k)P_{i+1},
\]

for \( i = 1, 2, \ldots, n - 1 \).
where \( D_j^k(k) = (0,1,2,3,4,5) \) is a Quintic Bernstein Polynomial, and \( \delta \) and \( \theta \) are the two free real parameters, where \( 0 \leq k \leq 1 \).

For arbitrary free parameters \( \delta \) and \( \theta \), the point \( P_i \) and \( T_i \) in equation (1) and the curve satisfy the C2 continuity. From equations (1), (2), and (3):

\[
D_i(0) = P_i(0), \quad D_i(1) = P_{i+1}(0), \quad D'_i(0) = T_i(0), \quad D'_i(1) = T_{i+1}.
\]

(2)

\[
D''_i(0) = 2\delta P_i + 2\beta T_i, \quad D''_i(1) = 2\delta P_{i+1} + 2\beta T_{i+1}.
\]

(3)

From equations (2) and (3):

\[
D_i^{(k)}(1) = D_{i+1}^{(k)}(0), \quad k = 0, 1, 2, \cdots n - 2.
\]

(4)

The free parameter \( \delta \) for a type A curve is generally a single precision number between \(-2 \) and \( 2 \), and \( \theta \) should be a single precision number between \( 2.5 \) and \( 3.5 \). The free parameter \( \delta \) for a type B curve is generally a single precision number between \(-10 \) and \( 10 \), and \( \theta \) should be a single precision number between \(-10 \) and \( 10 \). The free parameter \( \delta \) for a type C curve is generally a single precision number between \(-5 \) and \( 3.5 \), and \( \theta \) should be a single precision number between \(-6 \) and \( 3 \).

3.4.4 Parametric models of the head and swimming goggles

The VB script module function was used in Grasshopper parametric programming to compile equations (1)–(4) into codes, which were embedded in the Grasshopper parametric programming. In Grasshopper, the functional relationship between the size of the human head and the difference curve of each layer was first established, the difference curve of each layer was drawn, and the surface command was then used to generate a parametric surface (Fig. 8), i.e. the head surface after the parametric modeling. This kind of parametric model can be deformed based on the point coordinate positions of the head-feature points on the head coordinate system.

The curve data were extracted on the L3–L9 plane in Figure 6, the functional relationship was established between the size data in Figure 4 and Table 2, and the parametric design of the swimming goggles was completed. Figure 9 shows the procedure and results of the parametric modeling of the goggles. The model changes with the shape of the head surface, and its appearance can then be changed by modifying some of the parameters of the goggles.

3.5 Acquisition and processing of image data

3.5.1 Acquisition of the head data

The premise of establishing an accurate head model following our method was to be able to obtain accurate data for key points from photographs. Photographs taken by users, however, often lead to errors in the accuracy of the extracted data due to multiple reasons. These errors can be mainly summarized as objective and subjective errors [39].

Ensuring the accuracy of the user’s head position when taking photographs is necessary to ensure the accuracy of the head data. The specific steps were: when taking a frontal photograph, the back of the head should touch the wall, the body should be naturally upright, and the shoulders should be relaxed; when taking a profile photograph, the body should be upright, and the strip tape on the head should be kept horizontal. Point 21 should also be at the lowest point of the chin for both photographs. The user’s head-feature points were pasted with round patches of equal diameter for determining the location of the feature points (Fig. 10). The basic accuracy of the posture during shooting was ensured by maintaining an approximately parallel orientation to the ground of a clear narrow colored tape with a hard material pasted between the right infraorbital and the right tragion.

Multiple design schemes were also verified to further ensure the correct position of the camera for designing the auxiliary tool (Fig. 10). This auxiliary tool helps designers to take photographs correctly and guarantees the subsequent correction of head data. Component 1 was a suction cup (Fig. 11), which was used to attach the entire auxiliary tool to point 20 in Figure 2. Component 2 was a T-shaped correction plate with multicolored patches, which could be used to correct data by reading and calculating the point coordinates of the colored patches. Components 3 and 4 were a nylon rope and a plastic ball, respectively, which were connected to part 2 to ensure that the Frankfurt plane was approximately parallel to the ground.
The user can attach the patches, tape, and auxiliary tools based on the requirements and take two vertical frontal and profile photographs, following the prescribed posture, and follow the steps below to obtain the data in the photographs (Fig. 12).

1) Generate six head contour curves at the tips of the user’s hair that can be manually adjusted by the user based on the extraction of the color of the pure background of the user’s image. The user then adjusts the interpolation points based on the condition of their hair to generate an accurate head contour curve. Finally, the actual head contour is outlined (Fig. 12).

2) The user manually enters the diameter of the patch used and selects the color of the patch (not black).

3) The system converts the RGB image into an HSI (hue, saturation, intensity) color space and Lab color space, removes the background through $S; I_1/C_1$, a two-dimensional (2D) data segmentation, and then segments it through $S; I_1,a,b/C_1$, a four-dimensional data set. Based on the K-means algorithm [40] of the preset clustering center, the system then traverses the pixel information of the photo and selects the pixel set of the patch with the preset patch $S; I_1,a,b/C_1$ value and a reasonable range of color value. The color values of the patches are read, the pixel coordinates with difference in reasonable color value are clustered with the center of K-means clustering algorithm, and the central coordinates of K color clusters $\{G_1, G_2, ... , G_k\}$ and their cluster center coordinates $A = \{(x_1, y_1), (x_2, y_2), (x_3, y_3), ..., (x_k, y_k)\}$ are obtained and $x_{1,k}$ and $y_{1,k}$ are the plane coordinates of the pixel in the photograph.

4) Using all the samples $(x_i, y_i)$ in color gamut cluster $G_i$, calculate the cluster center coordinates of the color gamut cluster as the coordinates of the patch center point (the 2D coordinates of the feature points in the two plane rectangular coordinate systems $(x, y)$):

$$ (x_i, y_i) = \frac{1}{|G_i|} \sum_{(x, y) \in G_i} (x, y) $$

Fig. 9. Parametric model of swimming goggles.

Fig. 10. Acquisition of the head data.

Fig. 11. Auxiliary tool for taking photographs.
5) Calculate the diameter, $D_i$, and average diameter, $\bar{D}$, of each patch in the current photograph based on the two sets of samples $(x_p, y_p), (x_q, y_q)$ of all samples of color gamut cluster $G_i$:

$$D_i = \left\{ \sqrt{(x_p - x_q)^2 + (y_p - y_q)^2} \right\}_\text{max}, \quad (x_p, y_p), (x_q, y_q) \in G_i$$

(6)

$$\bar{D} = \frac{1}{k} \sum_{i=1}^{k} D_i, \quad k \in \mathbb{N}^+.$$  

(7)

6) The system automatically crosses the horizontal and vertical lines of $(x_i, y_i)$ and intersects the outline of the head to produce two sets of contour points, $M$ and $N$:

$$M = \left\{ \left( x_{i1}, y_{m1} \right), \left( x_{i2}, y_{m2} \right), \left( x_{i3}, y_{m3} \right), \left( x_{i4}, y_{m4} \right), \ldots, \right\}$$

$$\left( x_{i1}, y_{m2i-1} \right), \left( x_{i1}, y_{m2i} \right) \right\}$$

(8)

$$N = \left\{ \left( x_{n1}, y_{n1} \right), \left( x_{n2}, y_{n2} \right), \left( x_{n3}, y_{n3} \right), \left( x_{n4}, y_{n4} \right), \ldots, \right\}$$

$$\left( x_{n2i-1}, y_{n2i} \right), \left( x_{n2i}, y_{n2i} \right) \right\}.$$  

(9)

7) The cluster center coordinates calculated using the above algorithm are the feature-point coordinate set $A$ in the photograph, the intersection points are $M$ and $N$, the average diameter of the patch is $\bar{D}$, and the size of the circular patch input by the user is $D_0$, by which the key point set $T$, including the feature and outline point sets with the head, is obtained:

$$T = (AOUUUN) \times \frac{D_0}{\bar{D}}.$$  

(10)

3.5.2 Correction of subjective errors

The user cannot fully present the ideal angle of the head due to individual reasons when taking photographs, leading to subjective errors, 2D or 3D deflection, and even different deflection angles when taking two photographs. Specifically, the user’s head is deflected in 3D around the atlanto-axial joint. We abstracted the atlanto-axial joint into the midpoint $R$ of the posterior hairline (Fig. 10), regarded the midpoint of the back hairline of the user’s head as the origin of the head’s rotation, and abstracted the user’s head as a cube to simplify the deflection for easier calculation for generating the deviation of the image data (Fig. 13).

To solve this problem, we divided the 3D deflection of the data generated by the user’s head during the frontal and side shots into three types of 2D deflections relative to the XOY, YOZ, and XOZ planes (Fig. 14), which correspond to the three data errors: rotation, translational zoom, and zoom. We then designed a correction tool (Fig. 4) to obtain the deflection data of the user’s head for better compensation. Image-recognition technology was used to detect and calculate the three 2D basic deflection angles of the front and profile shots. We correspondingly established rotational, translational, and zoom compensation matrices to compensate the key point data for obtaining more accurate data.

We thereby established an algorithm to complete the acquisition of data and correction of the photograph.

In the front shot:

– The $R$ coordinate of the center point of deflection is obtained, and the coordinate set of the feature points $R$ obtained from the side view is searched to obtain the coordinates of the deflection center point, especially $R(T_x, T_y, T_z), T_x = 0, T_y = \min \{y(R)\}$.

– To compensate for the rotation errors, calculating the four corner coordinates of the black cluster in the correction tool in Figure 11 in the front or profile shots using equation (11) is necessary for obtaining the data representing the user’s head in the frontal view. The function value of angle $a_1$ between the midpoint of the short side of the red rectangle representing the user’s head data and the Z-axis in the front photograph can only be determined using this method (Fig. 14a). The value can be obtained from the coordinates of the upper-left, upper-right, lower-left, and lower-right corners of the gray cluster $(x_{ul}, y_{ul}), (x_{ur}, y_{ur}), (x_{ll}, y_{ll}), (x_{lr}, y_{lr})$ in equation (11), respectively, and the compensation is then calculated by establishing a rotation matrix, as in equation (12).

– To compensate for the translational and zoom errors, calculating the X value deviation of the center coordinate value of the yellow and blue cluster of the correction tool in the front view based on the principle in Figure 15 is...
necessary, combined with the actual straight-line distance, l, between the center points of the two color gamuts in the known correction tool. Equation (13) is then used to calculate the trigonometric function value of the angle $\gamma_1$ between the symmetry plane of the user’s head and the XOZ plane of the imaging plane, thereby obtaining Figure 16. AB in Figure 16 is the theoretical photographic plane needed. A1B1 is the user imaging plane with an angle $\gamma_1$ between the required theoretical plane, A2B2 is the actual imaging plane, and $R$ is the abstracted center of rotation of the rotating head, i.e. the midpoint of the back hairline. The translational distance of the user’s head data in the front shot is then calculated using equations (14) and (15), the translation distance $s_1$ (line segment CC1 in Fig. 16) and the zoom ratio $n_1$ of the head data of the user in the front view are obtained. Finally, the key point coordinate data are compensated using equation (16).

To compensate for the zoom errors, the Z value difference between the yellow and blue color cluster center coordinate value of the auxiliary tool in the front shot combined with the known size of the correction tool is calculated based on the principle in Figure 15. Equation (17) is then used to calculate the 2D deflection angle of the user’s head in the XOZ plane surface. The trigonometric function value of the angle $\beta_1$ between the midpoint of the short side of the gray frame and the Z-axis through the black color cluster is first calculated, and the rotation matrix of equation (12) are then used to compensate for the data of the key point.

Compensating for the translational zoom error is basically the same as the method of data compensation used for the front shot. The trigonometric function value of the angle $\gamma_2$ between the symmetry plane surface of the user’s head and the XOZ plane surface is calculated as the difference between the center point Y of the red and green color clusters. Equations are similar to equations (14) and (15) are then used to calculate the translational distance, $s_2$, of the user’s head data and the scaling ratio, $n_2$, of the user’s head data in the frontal photograph, and key point coordinate data are compensated for using equation is similar to equation (16).

To compensate for the zoom error, using equation is similar to equation (17) the trigonometric function value of the angle $\alpha_2$ between the symmetry plane of the user’s head and the YOZ plane is first calculated as the difference between the center point Z values of the red and green color clusters, and the zoom factor $t_2$ is obtained using equation is similar to equation (18). Using the atlanto-axial joint abstract point as the zoom center point, the Z coordinate in the coordinate of the key point is then zoomed based on the scale factor obtained using equation is similar to equation (19).

Based on the above compensation-calculation steps, the 2D key point coordinate set $T_1 = \{(x_1, z_1), (x_2, z_2), (x_3, z_3), \ldots (x_t, z_t)\}$ of the front shot can be obtained, and the 2D key point coordinate set $T_2 = \{(y_1, z_1’), (y_2, z_2’), (y_3, z_3’), \ldots (y_t, z_t’)\}$ of the profile shot can be obtained in the same way. The values of $y$ in $T_1$ and $T_2$, however, may contain small errors due to shooting errors and the differences of calculation accuracy. Finally, the average is therefore used to reduce the errors, and equation (20) is used to obtain the 3D space point coordinate set of each key point.

$$\alpha_1 = \arctan \left( \frac{|x_{ad} + x_{br}|/2}{|z_{ad} + z_{br}|/2} \right)$$ (11)
Fig. 16. Schematic of the translational deviation and calculation of the photographic data.

\[
\begin{bmatrix}
  x \\
  z \\
  1
\end{bmatrix} = \begin{bmatrix}
  x' \\
  z' \\
  1
\end{bmatrix} \cdot \begin{bmatrix}
  \cos \alpha_1 & -\sin \alpha_1 & (1 - \cos \alpha_1)T_x + T_z \sin \alpha_1 \\
  \sin \alpha_1 & \cos \alpha_1 & (1 - \cos \alpha_1)T_z - T_x \sin \alpha_1 \\
  0 & 0 & 1
\end{bmatrix}
\]

(12)

\[
\sin \gamma_1 = \frac{(x_1 - x_2)}{l}
\]

(13)

\[
s = 2T_y \sin \frac{\gamma_1}{2} \cos \frac{\gamma_1}{2} = T_y \sin \gamma_1
\]

(14)

\[
n = \frac{1}{\cos \gamma_1}
\]

(15)

\[
\begin{bmatrix}
  x \\
  z
\end{bmatrix} = \begin{bmatrix}
  n \cdot (x'' \pm s) \\
  z''
\end{bmatrix}
\]

(16)

\[
\sin \beta_1 = \frac{(y_1 - y_2)}{l}
\]

(17)

\[
t = \frac{1}{\cos \beta_1}
\]

(18)

\[
\begin{bmatrix}
  x \\
  y
\end{bmatrix} = \begin{bmatrix}
  x \\
  ty''
\end{bmatrix}
\]

(19)

\[
T_d = \{(x_1, y_1, \frac{z_1 + z_1'}{2}), (x_2, y_2, \frac{z_2 + z_2'}{2}), (x_3, y_3, \frac{z_3 + z_3'}{2}), \ldots (x_l, y_l, \frac{z_l + z_l'}{2})\}
\]

(20)

Using correction tools to ensure that the user’s posture is basically correct when taking photographs is obviously needed, and real-time detection using the APP should be performed.

Photographs can be taken under the condition that the deflection in all directions is controlled within 10°. The user needs to be reminded by the APP to prevent the deviation when the angular deviation is >10°, because errors will be larger and the subsequent image preprocessing and processing will be inconvenient. Below is a detailed description of how to use the correction tool to calculate and compensate for the key point data of the front and profile shots of the user’s head.

3.5.3 Parameterization of the user’s head and the establishment of a model of swimming goggles

The type and location of the key points are determined by sorting the values of the x, y, and z coordinates in the 3D space point coordinate set T_d. The calculated data are then transmitted to the designed parametric model program. In the process of parametric modeling, the feature points of each layer in Figures 2 and 6 are known points, and three-dimensional coordinates can be calculated using the above method based on the distribution of the feature points of the head. The interpolation curve of each layer has at least four interpolation points as known points. The value of the unknown point in the interpolation curve can be obtained by multiplying the coordinate value of the known feature point by an adjustable coefficient, and the control “number slider” in Grasshopper can then be used to adjust the coefficient to ensure the smoothness of the difference curve of each layer (Fig. 17a), which shows the user’s head model and creates the parametric swimming-goggle model that fits the user’s head (Fig. 17b).

Figure 18 verifies the accuracy of the correction algorithm and parametric modeling method established in this paper. Figure 18a is a coordinate alignment diagram of the laser 3D scanning model and the parameterized 3d model obtained without using the correction algorithm. Figure 18c is a coordinate alignment diagram of the laser 3D scanning model and the parameterized 3d model obtained using the correction algorithm. Figures 18b and 18d shows the results of the similarity experiment of Figures 18a and 18c. In Figure 18b, the average positive and negative deviations of the two curved surfaces are +3.5 and −5.713 mm, respectively, the maximum positive and negative deviations are +14.076 and −14.1 mm, respectively, and the standard deviation is 5.496 mm. In Figure 18d, the average positive and negative deviations of the two curved surfaces are +0.89 and −4.38 mm, respectively, the maximum positive and negative deviations are +8.108 and −14.1 mm, respectively, and the
standard deviation is 4.011 mm. A comparison of the two groups of experiments indicated that the parameterized model obtained using the correction algorithm was more similar to the scanning mode. The correction of the algorithm for subjective errors proposed in this paper was effective. Figure 18d also verifies that our head model is very similar to the scanning model, and most of the surface deviation can be controlled between $-1.505 \text{ mm}$ and $1.505 \text{ mm}$, which can meet the design of headwear products.

4 Implementation of the APP

The rapid popularization and development of smart telephones and their photographic technology have led to highly accurate photographs, which can meet the needs of our method. We therefore designed and developed the mobile APP for the customized design and production of swimming mirrors for users by combining the above methods and tools for the development of mobile software, mainly for designing the functional framework of the APP, designing and developing the interactive interface. Finally, we used the APP to provide an example of the application of goggle design for verifying the effectiveness of the proposed method and the comfort of the users.

4.1 Interactive interface

4.1.1 Framework design of the APP

We designed a page frame diagram of the mobile APP based on the research ideas in Figure 1 and on previous research (Fig. 19). The 1st level of user pages of the mobile APP included a page for designing swimming goggles, an order page, and a personal-center page. The page for designing the goggles mainly contained functions for the acquisition of user head data and the interactive design of swimming goggles, the order page contained functions for previewing the user’s choices and their validation, and the personal-center page was mainly for user communication.
The entire APP operation begins with the user first completing the personal registration or logging in. The user then enters the design page. If a head model has not been obtained, the user must enter the prompt page to prompt the user how to correctly take a photograph and use the auxiliary photographic tool. The user enters the camera interface and completes the preparation based on the requirements (adhesive film, fixed auxiliary camera equipment). The user then follows the APP prompts to take a photograph and upload it to the system. The system then uses our algorithm to obtain the user’s head size and other parameters. The user’s head model is later automatically generated for preview. If not satisfied, the user takes another photograph. If satisfied, the user starts to design the google. The user should THUS choose the shape, texture of the material, and color and then communicate with the designers. Finally, the user previews the final product design, and when satisfied, an order is generated and sent to the manufacturer for production along with the user’s head size for a customized design.

4.1.2 Design of the interactive interface

The interactive interface of the APP was designed based on theoretical research. The fonts and colors of the entire interactive interface have been specially selected, and the style of the entire interface is simple and clear. The operator can thus easily familiarize themselves with all the contents, complete all the steps following the instructions of the APP, and finally receive a personalized custom design (Fig. 20).

4.2 Example verification

4.2.1 Use flow

After entering the APP, the user will first calibrate the camera following the prompts and calculate the compensation coefficient of the objective errors (Fig. 21). When the interface is entered, the system first uses the built-in algorithm of the APP to determine if the Frankfurt plane of the head is parallel to the vertical plane of the camera based on the degree of overlap between the stripe patch on the face and the black straight line on the APP. Whether the head position of the user remains within a slight correctable error when taking photographs is then detected by the change in the size of the T-shaped bar of the photographic auxiliary tool. If not, the system will prompt the user to adjust the position and take another photograph. The user uploads the new photograph to the system, and the system automatically generates a rough head contour, including hair. The user then drags the six curve interpolation points to obtain an accurate forehead contour. The user’s head data is obtained for correction based on the program for extracting photographic data. Finally, the corrected key parameters are entered into the standard parameterized head model to obtain the user’s head model and a model of the swimming goggles linked to its data.

The user can enter and operate the design interface to personalize the color and shape of the goggles using the interactive operations in the APP (Fig. 22a). The goggles can then be produced (Fig. 22b).

4.2.2 User validation and feedback

To verify the comfort of the swimming goggles, we put the parametrically designed 3D model of swimming goggles on the laser 3D scanned model of the user’s head, aligned the
coordinate systems of the two models (Fig. 23a), and then conducted a fitting experiment (Fig. 23b). The maximum positive and negative deviations of the two curved surfaces were +5.546 and –3.12 mm, respectively, the average positive and negative deviations were +0.325 and –1.057 mm, respectively, and the standard deviation was 0.898 mm. The distance between the surface of the swimming goggles and the surface of the 3D scanned head was kept within the range of –1.115 mm to 1.115 mm. The surface of the swimming goggles fit the volunteer’s head well, which better realizes the goal of the customized design, taking into account the elasticity of human skin, and the comfort requires the user to actually wear them to further evaluate the comfort. After the user completes all steps, the order will therefore be sent to the platform, which can send the 3D model of the goggles to the processing workshop to be rapidly manufactured. 3D printing is used to complete the processing, and photographs are taken from different angles (Fig. 24). A volunteer participated in our wearing experiment, and he is a swimming enthusiast with long-term experience in wearing swimming goggles. A 3D printed swimming goggles is designed according to the process of APP in this paper, and its size matches the parameterized model of the volunteer’s head. From Figure 24, the goggles match the user’s face very well. The product is then verified by the user after wearing the goggles, confirming that they are comfortable to wear and that the product meets the user’s individual needs.

5 Discussion and conclusion

Wearables have become popular in the technology industry and will be the next competitive field. Many suppliers, including Google, Apple, Sony, and Samsung, have invested funds for the research and development of wearable technology and relevant equipment. Research on wearables for the head can support the design for many fields, such as military and civilian helmets and glasses, respiratory mask in hospital, and face masks. Despite the popularity, the main problems with wearables that need to be resolved include assessing the utility of the designed wearables, because the curved surfaces of the heads of different races and genders are very different, and minimizing the cost of obtaining user’s head data. The solutions to these problems are all considered in this study.

Our study differs from previous studies by only considering mass customization design. We considered the comfort of each user wearing goggles and used image-processing technology and parameterization technology to realize personalized designs for users in remote and non-contact situations. For non-contact, fast, and accurate characteristics of this research, our proposed method may provide ideas for the design of medical goggles, thereby making a specific contribution to ensuring the safety and comfort of medical staff.

We used 25 head-feature points to establish a 3D coordinate system for the user’s head depending on the needs of the product to be designed. A 3D model created by scanning was then divided into 17 layers based on the distribution of these feature points. Contour lines of each layer of the 3D scanning model were extracted, and the Hermite interpolation curve was then used to describe the head contour curve. Finally, parametric modeling was used to complete the establishment of a parametric model of
the head. We chose the simplest method of taking photographs with mobile telephones to obtain the user’s head size for demonstrating the universality of the method. We designed photographic aids for improving the accuracy of taking photographs, and circular and strip stickers were used to assist in taking the photographs. Photographs of the checkerboard also need to be taken and uploaded to the system to be able to use the photographs for calibrating the camera parameters of the user. A program was used to correct the photographic data after the user has taken the photograph. The head data in the user’s photographs is analyzed and obtained by the mobile APP, and the user’s head 3D model is generated in the parameterized head 3D model after being modified by the auxiliary tool and patches. The mobile APP was designed after completing the theoretical research and a user-oriented framework. A volunteer was chosen to complete the entire personalized customization. The final product was made using 3D printing, with good results: the goggles were comfortable to wear and fit closely to the curved surface of the head.
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