Verification of polynomial chaos surrogates in the framework of structural vibrations with uncertainties
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Abstract. Surface response models, such as polynomial chaos Expansion, are commonly used to deal with the case of uncertain input parameters. Such models are only surrogates, so it is necessary to develop tools to assess the level of error between the reference solution (unknown in general), and the value provided by the surrogate. This is called a posteriori model verification. In most works, people usually search for the mean quadratic error between the reference problem and the surrogate. They use statistical approaches such as resampling or cross-fold validation, residual based approaches, or properties of the surrogate such as variance decay. Here, we propose a new approach for the specific framework of structural vibrations. Our proposition consists of a residual-based approach combined with a polynomial chaos expansion to evaluate the error as a full random variable, not only its mean square. We propose different variants for evaluating the error. Simple polynomial interpolation gives good results, but introducing a modal basis makes it possible to obtain the error with good accuracy and very low cost.
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1 Introduction

Dealing with uncertainties has been the subject of intense research recently. The output of deterministic codes may indeed differ from the reality because of several factors: (1) inadequacy between mathematical model and reality (e.g. differences in material properties, boundary conditions, loading, etc.) in both reality and numerical simulation, and (2) numerical errors due to space or time discretization, for example. Numerical methods, whether for space or time discretization, are well-mastered today, and error estimates can be obtained even in commercial codes. Therefore, researchers have focused on the development of stochastic methods, to generalize deterministic codes and address parametric uncertainties in the model, such as material uncertainty or geometrical uncertainty in processes. Such algorithms have numerous applications, including risk management, optimization, and robust design [1,2]. The biggest drawback of stochastic problems is the significant numerical cost required to explore the stochastic space. A review of several stochastic methods has been proposed in [3,4].

Monte Carlo (MC) simulation [5] is often used as a reference. It is an approximate method for assessing some probabilistic moments of the quantity of interest. The advantage is that it does not require any complex computer code dedicated to stochastic problems, but its drawback is slow convergence. Consequently, it entails a significant computational cost. Variance reduction techniques have been developed to achieve better convergence [6]. Last, but not least, this method does not allow for the generation of a surrogate. Therefore, it is not possible to approximate the quantity of interest outside of the numerical experimental design (NED). Several strategies have been developed to address this computational cost.

Perturbation methods are based on a Taylor series expansion around the mean value of parameters. They are limited to cases involving small variations of a smooth random field around its mean value. A wide range of other metamodeling techniques has been proposed, for example Radial Basis Functions (e.g. [7,8]), kriging (e.g. among many, [9]), Support Vector Machines (e.g. [10]), or coupled approaches (e.g. [11,12]). We focus solely on polynomial chaos, even though all of the content presented below can be easily transposed to other surrogates. The polynomial chaos (PC) expansion is a spectral method, it consists in an approximation of the stochastic response in the space spanned by a finite basis of orthonormal polynomials. It is based on the Homogeneous Chaos theory initiated by Wiener [13] and later extended by others [14,15]. An
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An earlier study by [16] has shown that a frequency-frozen intrusive polynomial chaos expansion does not converge quickly, and the convergence rate depends on the parity of the polynomial order. Aitken’s sequence has been proposed in [16] to improve the rate of convergence of PC expansion, but once again the convergence is slow. Two different approaches have resulted in a better match between the polynomial chaos surrogate and the reference model. The first approach uses a PC expansion, not on the physical unknown but on the modal parameters of the system. The second one consists in adding supervision on the spectrum of the output, using Padé expansion [17]. However, in these articles the reference was always provided, and the MSE and the LOO were taken as error estimates.

In real-world industrial scenarios, the computational cost limits the use of PC expansions to lower polynomial orders. Hence, accurate quantitative error estimates are crucial to assess the metamodel’s validity. However, many existing literature-derived error estimates fall short when dealing with small Numerical Experimental Designs (NEDs). Furthermore, the reference is often unknown beyond the training points. In this paper, we propose employing a polynomial chaos expansion to solve a residual-based stochastic equation associated with the reference problem. Our aim is to assess the error resulting from the PC expansion efficiently, not just the global mean square error, but also the local error at specific test points. Additionally, we validate our approach by comparing it to the reference error value, even though, in practical industrial cases, a reference value for validation might not be accessible.

Another crucial aspect to consider while reading this document is that we are primarily interested in quantifying the error attributed to the metamodel. Typically, the error stemming from stochastic metamodeling techniques is much larger than the error from conventional discretization methods, such as finite difference for time discretization or finite elements for space discretization. Therefore, we don’t need to employ an overly precise method for the initial metamodel. Instead, our goal here is to develop efficient error estimation strategies for such a coarse PC surrogate.

The manuscript is structured as follows. In Section 2, we provide a theoretical overview of PC expansion applied to structural vibrations. In Section 2.4, we present a practical example that showcases a three-degree-of-freedom (3-DOF) problem. Despite its apparent simplicity, this academic system serves as a representative model for various industrial challenges related to mechanical vibrations. Section 3 delves into the details of our error estimation strategy. The primary concept introduced in this article is that we can estimate the error using a non-intrusive polynomial chaos approach, and we present two variants of this approach. The first variant involves straightforward error interpolation, while the second variant employs a modal basis decomposition of the approximation, offering a highly cost-effective error estimation tool. This tool enables precise control of mechanical vibration problems with minimal additional expenses. In Section 4, we examine and analyze the results using the common thread example.
2 Structural vibrations and polynomial chaos expansion

2.1 Notations

Scalar numbers and functions are written in a normal font, e.g. $x, y, a, b, \omega$. Vectors are written with an underlined font, e.g. $\underline{x}, \underline{y}$. Matrices are written roman bold symbol font, e.g. $\mathbf{K}, \mathbf{M}, \phi$. For sake of clarity, Tables A.1 and A.2 in appendix A present the list and description of every variable used in the paper.

2.2 Structural vibrations with parametric uncertainties

Assuming that the problem has been discretized in a finite number ($n$) of discrete unknowns, the dynamic equilibrium of a linear mechanical system can be written for each pulsation $\omega$ as:

$$[-\omega^2 \mathbf{M} + i\omega \mathbf{C} + \mathbf{K}] \underline{\varphi}(\omega) = \mathbf{F}(\omega)$$

where $\mathbf{M}$, $\mathbf{C}$ and $\mathbf{K}$ are respectively the $(n \times n)$ mass matrix, damping matrix and stiffness matrix of the discrete system; $\underline{\varphi}$ is the vector of nodal displacements, which are unknown, $\mathbf{F}$ is the vector of nodal loads.

This problem can be solved in physical coordinates, but often, the transformation into modal coordinates is preferred. This reduces the numerical cost, especially for finite element studies in the low frequency range. It is also very useful for sub-structuring complex systems.

Structural modes $(\omega_i, \underline{\phi}_i)$ are defined by the classical relations:

$$\mathbf{K} \underline{\phi}_i = \omega_i^2 \mathbf{M} \underline{\phi}_i \quad (2)$$

and usually the $n_m$ eigenvectors are normalized with respect to the mass matrix, so the modal matrix $\phi = [\underline{\phi}_1 \ldots \underline{\phi}_{n_m}]$ is such that:

$$\phi^T \mathbf{M} \phi = \mathbf{I} \quad \phi^T \mathbf{K} \phi = \text{diag}(\omega_i^2) \quad (3)$$

The Basile’s hypothesis states that the damping matrix is also diagonalized in the modal basis, several possibilities exist to define this matrix: Rayleigh damping, hysteretic damping or viscous damping hypothesis can be classically found. We consider here the hypothesis of an hysteretic damping $i\omega \mathbf{C} = i\eta \mathbf{K}$. Once the modal characteristics of the system are known, the complex physical response $\underline{\varphi}$ can be obtained as a linear expansion on the modes:

$$\underline{\varphi} = \phi \underline{Q} = \sum_{i=1}^{n_m} Q_i(\omega) \underline{\phi}_i \quad (4)$$

where

$$\forall i \in \{1, \ldots, n_m\}, \quad Q_i(\omega) = \frac{\phi_i^T \mathbf{F}(\omega)}{\omega_i^2(1 + i\eta) - \omega^2} \quad (5)$$

The nature of the vibratory response reveals that high-frequency modes exhibit relatively low amplitudes in the modal expansion. As a result, engineers often employ a truncation criterion based on the eigenfrequencies to eliminate these high-frequency modes from the expansion. This leads to a significantly smaller number of modes compared to the number of degrees of freedom in finite element analysis. In certain cases, a static correction technique is employed to account for the contribution of high-frequency modes. In situations involving parametric uncertainties, some values within the matrices and the external load vector may be subject to randomness. Consequently, the dynamic response vector $\underline{\varphi}$, along with the eigenmodes, eigenvalues, and eigenvectors, becomes a random variable. Various examples can be found in the literature, such as the one mentioned in [31], which serves as the basis for our common thread example discussed in Section 2.4.

2.3 Polynomial chaos approximation

A polynomial chaos approximation of a random process with finite second-order moments is a mathematical model obtained by the approximation of the exact random process in the space spanned by a family of polynomials.

Generally, in vibration problems, the quantity of interest is the vector of displacements at each frequency. This quantity of interest can be obtained for an arbitrary realization of the random input parameters as the result of a reference model $\mathcal{M}$ applied at pulsation $\omega$ to the normalized random input variables $\xi$ by:

$$\underline{\varphi}(\xi, \omega) = \mathcal{M}(\xi, \omega) \quad (6)$$

For any realization of the vector of input parameters $\xi$, the QoI is computed approximately using a linear combination of polynomials $\underline{\varphi}_{PC}$ such as:

$$\underline{\varphi}(\xi, \omega) \approx \underline{\varphi}_{PC}(\xi, \omega) = \sum_{j=1}^{n_{PC}} X_j(\omega)\Psi_j(\xi) \quad (7)$$

where $\Psi_j$ are the chaos polynomials and $X_j$ are the $n_{PC}$ chaos coefficients. While numerous infinite families can theoretically represent the random process, practical considerations necessitate using a finite family. Therefore, the choice of the polynomial family directly impacts the convergence of the expansion, as described in equation (7). An optimal choice of the polynomial family depending on the distribution of the random input parameter $\xi$ is provided in [14].

Due to the hypothesis of uniform distributions, we consider here Legendre polynomials.

The regression approach is used in this article to evaluate the chaos coefficients $X_j$. It consists in searching an optimal set of chaos coefficients $\underline{X}_j$ in the least square sense:

$$\{X_1(\omega), \ldots, X_{n_{PC}}(\omega)\} = \arg\min_{\{\underline{X}_1(\omega), \ldots, \underline{X}_{n_{PC}}(\omega)\}} \left( \frac{1}{Q} \sum_{q=1}^{Q} \left| \underline{\varphi}(\xi_q, \omega) - \sum_{j=1}^{n_{PC}} X_j(\omega)\Psi_j(\xi_q) \right|^2 \right)$$

(8)
where $\xi_1, \xi_2, ..., \xi_Q$ are the $Q$ realizations of the input parameters and $|\bullet|$ is the modulus of a complex number.

If we introduce the matrix $\Psi = (\Psi_{gj})_{g \in \{1,...,Q\}, j \in \{1,...,N\}}$ with $\Psi_{gj} = \Psi_{j}(\xi_g)$, then the solution can be obtained by computing the Moore-Penrose pseudo-inverse of $\Psi$ denoted $\Psi^+$:

$$\Psi^+ = (\Psi^T \Psi)^{-1} \Psi^T$$  \hspace{1cm} (9)

The number $Q$ of sampling points $\xi_g$ should be at least equal to the number of polynomials. The robustness of the estimation of the chaos coefficients increases with this number, but so does the numerical cost. Writing $r$ the number of random input parameters and $p$ the maximal order for each polynomial, a full tensor product of multivariate polynomials leads to $n_{PC} = (p + 1)^r$ polynomials. For this reason polynomial chaos suffers from the curse of dimensionality. Another problem arises from the condition number of the Fisher matrix $\Psi^T \Psi$, which depends on the choice of the polynomials but also on the choices of the sampling points.

In the literature, the sampling points are classically chosen among Gauss collocation points, or with (quasi-)random sequences [32]. A Latin Hypercube sampling (LHS), using $Q = \kappa \cdot n_{PC}$ simulations (with $\kappa = 2, 3$ or 4), is usually considered. This choice is a good compromise between robustness of least square minimization, numerical cost, and ease in programming for industrial codes or adaptive schemes.

Sparse truncation techniques [33] can be used to reduce computational burden. Here, we only consider the classical truncation scheme, which conduces to a reduced number of polynomials:

$$n_{PC} = \frac{(p+r)!}{p!r!}.$$  \hspace{1cm} (10)

These techniques are typically used with adaptive algorithms, which need efficient error measures. The matter of measuring errors holds significant importance when dealing with these sparse models. It’s essential to clarify that in this work, our primary goal is not to reduce the cost of the surrogate model. Instead, our objective is to predict the approximation error. Therefore, we’re not seeking to determine the optimal choices for factors like polynomials or sampling methods. Instead, we will rely on conventional PC approaches.

### 2.4 Illustrative example

In this section, we present some results demonstrating the application of PC approaches to vibration problems.

We consider here the following stochastic problem with three degrees of freedom $n = 3$, illustrated in Figure 1, where the quantity of interest is the random vector:

$$\mathbf{x}(t) = [x_1, x_2, x_3]^T$$  \hspace{1cm} (11)

This simple system can be understood as a 3-mode reduction of a real, continuous, 3d, mechanical structure. The mass and stiffness matrices are given by:

$$\mathbf{M} = \begin{bmatrix} m_1 & 0 & 0 \\ 0 & m_2 & 0 \\ 0 & 0 & m_3 \end{bmatrix}, \quad \mathbf{K} = \begin{bmatrix} k_1 + k_4 + k_6 & -k_4 & -k_6 \\ -k_4 & k_2 + k_4 + k_5 & -k_5 \\ -k_6 & -k_5 & k_3 + k_5 + k_6 \end{bmatrix}$$  \hspace{1cm} (12)

The values of the stiffness $k_i$ vary randomly, each random stiffness follows a uniform distribution of mean $k_i = 1 \text{N/m}$ for $i = 1...5$, and equal to $3 \text{N/m}$ for $k_6$. The standard deviation of each random stiffness is $\sigma_k = 0.15 \text{N/m}$. The three masses are defined as $m_i = 1$ (deterministic). The load, applied to the first dof, is equal to $1 \text{N}$ at every frequency, its amplitude follows a uniform distribution with a standard deviation equal to $0.15 \text{N}$. A deterministic hysteretic damping $\eta = 0.01$ is used to compute the frequency spectrum. Therefore, the stochastic problem has 7 random variables.

The reference is computed with a Monte Carlo approach using a random sampling of $10^5$ samples, this number being chosen to reach convergence. Finally the x-axis is transformed into a non-dimensional axis using as a reference pulsation $\omega_0 = \sqrt{\text{mean}(k_i)/m_1}$.

We only present results for $x_1$, dof number 1, but similar results are obtained for other dofs.

Figure 2a displays the mean and the envelope (95% confidence interval) of the response obtained by the reference computation (Monte Carlo) and by a first-order PC approximation. To assess the method’s accuracy, we propose to plot in Figure 2b the residue of the PC approximation. This residue is defined by:

$$R(\xi, \omega) = \mathbf{F}(\xi) - [-\omega^2 \mathbf{M} + \mathbf{K}(\xi)(1 + i\eta)] \mathbf{x}_{PC}(\xi, \omega)$$  \hspace{1cm} (13)

This residue can be evaluated very quickly, the numerical cost coming only from the large amount of snapshots, and from the need to evaluate the system matrices for each random realization. We recall that the load applied on the first dof is such that $F_1 = 1 \text{N}$, so that $10 \log_{10}(F_1) = 0$. Consequently, the residue can be considered as small if $10 \log_{10}(|R_1|) < -10$.

The same figures are plotted on Figure 3 for a fourth-order PC expansion.
It can be observed that PC expansions lead to good prediction of the stochastic field, but only far from the resonance pulsations. The prediction becomes globally closer to the reference when the approximation order increases. However, in the vicinity of resonance frequencies, an increase of the order increases slightly the quality of the approximation, but the residual stays at a high level. This occurs because the eigenvalue is stochastic, which means that the resonance peak can either be lower or higher than the load pulsation. This results in a non-smooth function that is challenging to represent accurately using polynomials. Furthermore, looking to both displacement and residual results makes it possible to conclude that the residual is high when the loading frequency belongs to the interval of possible eigenfrequencies. Thus, as an intermediate conclusion for this part, we can state that a classical PC approach should only be used for frequencies which do not belong to the confidence interval of the stochastic eigenfrequencies. Thus, when applying PC expansion to vibrations problems, the main difficulty for the user lies in evaluating the metamodel’s quality. This evaluation is the goal of the next section.

3 A posteriori estimation of the error

A posteriori estimation of the approximation error is of main importance in industrial cases, because the Monte Carlo approach is not computationally affordable, and the residual does only provide a qualitative information on the accuracy of the surrogate. The idea we defend in this work lies in the fact that every numerical model should be presented with the associated quality level. In this part we will recall classical a posteriori estimates. It will be shown that they are limited in their use and in their ability to catch the error. Another original estimation strategy will be proposed.

3.1 Literature survey

Using $\mathcal{E}_{PC}$ as an approximation of $\mathcal{E}$ following equation (7) leads to an error defined as:

$$\mathcal{E} = \mathcal{E} - \mathcal{E}_{PC}$$

(14)
A measure of the error, called “generalization error” or Mean Square Error MSE, can be defined:

\[
\text{MSE} = E[|e|^2] \tag{15}
\]

This measure takes into account the error on the mean as well as the error on the variance. However it cannot be computed directly. As a consequence, several error estimates have been developed in the literature to estimate this error with a reasonable cost.

3.1.1 The empirical error on training dataset

The Empirical Error on training dataset is a measure of the residual of the least square minimization equation (8). It approximates the empirical error using the different Q sampling points defined in the PC approximation. The empirical error \( \text{MSE}_{\text{train}} \) is computed at a very low cost using:

\[
\text{MSE}_{\text{train}} = \frac{1}{Q} \sum_{q=1}^{Q} |e(\xi_q) - \bar{z}_{PC}(\xi_q)|^2 = \frac{1}{Q} \sum_{q=1}^{Q} |e(\xi_q)|^2 \tag{16}
\]

It can be remarked here that the regression approach of the PC naturally minimizes the empirical error so that this measure can dramatically underestimate the actual level of error. This estimate can also be seen as a coarse Monte Carlo approximation of MSE.

3.1.2 The Leave One Out (LOO) error

The LOO error [34–36] is a measure of the error derived from cross-validation techniques [37]. Considering first a set of Q deterministic samples, it is possible to take Q – 1 samples arbitrarily – that is a set \{ 1, ..., Q \} \setminus q and to derive the associated PC expansion: \( \bar{z}_{PC}^{(\setminus q)} \). Instead of this bootstrap approach, Blatman uses in [24] the direct expression:

\[
\text{LOO} = \frac{1}{Q} \sum_{q=1}^{Q} |e(\xi_q)|^2 \tag{17}
\]

where \( h_q \) are the diagonal terms of the matrix : \( H = \text{Id} - \Psi \Psi^+ \).

The interest of LOO and \( \text{MSE}_{\text{train}} \) is that their calculation is based only on the values of the QoI in the training dataset, so the numerical cost is very low. However, they only provide qualitative information on the level of error, as it will be illustrated in the next section. An arbitrary tolerance value has to be fixed to evaluate if the PC expansion approximates the random variable correctly.

3.1.3 The empirical error on a (coarse) testing dataset

A third measure is very classical in statistical learning, for example machine learning. It is another empirical measure, based on a coarse Monte-Carlo method. One can remark that the empirical error based on the training dataset (values used to compute the surrogate) is minimal, because the surrogate coefficients are computed through a least-square minimization of this empirical error. So, one can think that these points are not appropriate to evaluate the error. The idea is to measure an empirical error on arbitrary random points in the stochastic space, different from the training points. The cost is much larger, because the exact response of the QoI is needed on the testing dataset. In typical applications the following recipe is often applied: 70% of the sampling points is affected to training, and 30% is affected to tests. This way of measuring the error is more costly, but leads to error levels much more realistic than with the empirical error on training dataset. However, the inherent question concerns the choice of the sampling points, and the consequences of this choice on the variability of the error estimate. Furthermore, using a small amount of sampling points for error estimation may be quite efficient for measuring the mean square error, but it is generally not optimal to evaluate the distribution of the error, typically the histogram and the variance.

In summary, MSE on training data is very fast to compute but suffers in quality. The quality of the prediction can be improved using testing points at the price of a huge numerical cost. Between the two models, LOO is very fast, and is considered as reference in literature. All of the three mentioned methods have the same drawback. They only provide a global indicator, the mean square value over the stochastic space. Neither do they provide the distribution of the error.

The idea developed in this article consists of building a low cost surrogate for the random variable “error” itself, so that each moment of the error can be evaluated, in an approximate way, at a low numerical cost. In particular, the mean, the variance, and the histogram of the PC surrogate of the error can be computed efficiently. Such local surrogate is of great interest.

3.2 Strategy

Introducing the error \( e \) defined in equation (14) into equation (1), the problem can be written:

\[
[-\omega^2 M(\xi) + i\omega C(\xi) + K(\xi)] e(\xi, \omega) = \bar{R}(\xi, \omega) \tag{18}
\]

where, \( \bar{R} \) is the residue associated to the PC approximated solution of the dynamic equilibrium, defined in equation (13).

Therefore, two reasons explain why the error may be larger at some frequencies. The first one is that the form of the equation being similar, the error amplitude may become very important in the vicinity of the eigenfrequencies. The second one comes from the load term, the spectrum of the error increasing with the spectrum of the residual.

The original idea presented in this paper consists of using another PC expansion to solve for equation (18). More explicitly, in literature, error is typically measured at some points (so its exact value is known there), but the computation of the MSE is made by numerical integration, which is approximate, the integral being computed by a weighted sum (Monte Carlo, \( \text{MSE}_{\text{train}}, \text{MSE}_{\text{test}}, \) quadrature rules can be seen like this). Each error measurement
needs the evaluation of the reference solution, so due to the computational burden only a few points are available. The resulting MSE estimate may be far from the reality.

On the contrary, we propose in this paper to take advantage from PC expansion by using reference testing points to derive a surface response surrogate of the error. The MSE of the error surrogate can then be computed exactly at a low numerical cost. The consequence of the approach is that it makes it possible to estimate the error random variable itself, and not only its mean square value, giving access to other interesting properties, such as the local (in stochastic domain) behaviour of the error.

The key point is to solve correctly equation (18). Indeed, the numerical strategy used to solve this error problem governs the quality and the efficiency of the error estimate. We propose three different numerical strategies, based on polynomial chaos:

1. a PC surrogate of error (PCE).
2. a Modal Basis PC surrogate of error (MbPCE).
3. a One-mode Reduced Modal Basis PC surrogate of error (OR-MbPCE).

The numerical strategy PCE is presented in Section 3.2.1; MB-PCE is presented in Section 3.2.2 and its variant OR-MbPCE in Section 3.2.3.

The following, notations for the construction of the error surrogate will be kept the same than from the PC expansion by using reference testing points. Using this sampling of error measurements, the PC expansion of the error of the resolution of the error problem can then be computed exactly to derive a surface response surrogate of the error. The advantage from PC expansion by using reference testing points is the access to other interesting properties, such as the local (in stochastic domain) behaviour of the error.

In the following, notations for the construction of the error surrogate will be kept the same than from the PC expansion of the displacement, except that for a surrogate of the displacement, except that an error surrogate will be kept the same than from the MbPCe in Section 3.2.3.

3.2.1 PC surrogate of error (PCE)

In this approach the user has to fix a priori the PC expansion order $p^e$ of the resolution of the error problem equation (18), and the set of the $Q^e$ sampling points. Using this sampling of error measurements, the PC expansion of the error takes the form:

$$\forall i \in \{1, \ldots, n_m\}, \quad \hat{\phi}_{i,PC}(\xi) = \sum_{j=1}^{n_{PC}} \Phi_j \Psi_j(\xi) = \sum_{j=1}^{n_{PC}} \sum_{k=1}^{n_m} \lambda_{ijk} \hat{\phi}_k(\xi) \Psi_j(\xi)$$

Let us now define the approximated generalized mass matrix $\bar{M} = (\bar{m}_{ij})$ and stiffness matrix $\bar{K} = (\bar{k}_{ij})$ by:

$$\forall (i,j) \in \{1, \ldots, n_m\}^2, \quad \bar{m}_{ij} = \phi_{i,PC}(\xi)^T \bar{M}(\xi) \phi_{j,PC}(\xi)$$

These matrices correspond to the projection of the random matrices $K$ and $M$ on the space spanned by the approximated eigenvectors $\phi_{i,PC}$. Thus these matrices are not diagonal. It is still possible to seek the solution by taking into consideration the off-diagonal terms of the generalized mass and stiffness matrices, but the problem becomes as complex as the initial problem equation (18), with full matrices to invert instead of sparse matrices. Thus, it is not interesting from a computational point of view.

By making the diagonal approximation of the generalized matrices, the error at pulsation $\omega$ can be evaluated.
The expression equation (23) can be evaluated very quickly once the eigenvalue approximations are known, because equation (23) is analytic and does not imply any linear system to solve, so a Monte Carlo approach can be used.

Once again, a key point will be the influence of the choice of the order and of the sampling for the error PC expansion, relatively to the parameters chosen for the displacement metamodel. However, as we will see in Section 4.3, given the substantially different resolution strategies employed, there are fewer couplings between the parameters of the two surrogates.

3.2.3 One-mode reduced modal basis PC surrogate of error (OR-MB-PCe)

This part is a model reduction approach for the MbPCe strategy.

As it was observed in the beginning of this study, classical PC expansion often fails in the vicinity of the eigenfrequencies. Furthermore, the error equation equation (18) shows that the error can be very large in these frequency bands because eigenfrequencies of the system are also eigenfrequencies of the error. So, a good quality estimate is observed by looking at the error level at the resonance peaks. To reduce the amount of modes, which could be high in an industrial context, we propose to select only the modal contribution of the modes belonging to the frequency band of interest. This leads to a huge reduction of memory needs and time to compute the eigenvectors (only one eigenvector to find) and to post-process the error. The drawback lies in the eventual coupling between the modes having the same eigenfrequencies or when modes are coupled by damping effects.

For example, let us say we are interested by the amplitude of the error around the pulsation $\omega_j$, where $j$ corresponds to the $j$th mode, then a one-mode truncation of the error modal expansion equation (23) would be:

$$\varepsilon_{OR-MbPC}^{(j)}(\xi, \omega) = \frac{\phi_{j,PC}(\xi)^T R(\xi, \omega)}{k_{jj}(1 + i\eta) - \omega^2 \tilde{m}_{jj}} \phi_{j,PC}(\xi)$$

(24)

Of course, a subset of modes could have been considered in the case of modes having similar eigenfrequencies, we consider here one mode expansion because of the empirical distribution of the eigenfrequencies (cf. Fig. 6). Finally, the approximation of the MSE is obtained by computing the Monte-Carlo mean of the square of the error estimate, this computation being fast because of the analytic nature of equation (24).

4 Numerical results

In this section, we apply the error estimation strategies to the PC surrogate depicted in Section 2.4, corresponding to the mechanical system illustrated in Figure 1. We consider a low cost PC surrogate obtained by taking classical rules of thumb for the amount of points and a first order PC expansion of the displacement (the surrogate depicted in Fig. 2). The idea behind this choice, which is obviously not the best, is that our strategy does not depend on the displacement surrogate. Moreover, for industrial problems, simple surrogates are typically tested first; the key point is thus to know how far from the reality these coarse surrogates are. For sake of conciseness, results are only presented for the first degree of freedom.

4.1 LOO and training MSE

Figure 4 presents the classical error estimates presented in the previous section: MSE on training data and LOO. The exact MSE is approximated by the empirical MSE on testing points ($10^5$ samples). We can observe
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Fig. 4. MSE estimates for a 1st-order PC surrogate (plot in dB). Black: reference; blue: $\text{MSE}_{\text{train}}$; red: LOO.
Fig. 5. Quadratic error MSE estimates (dB scale). Black: reference; red: LOO; blue: PCe strategy.

Fig. 6. Empirical distributions of eigenvalues ($10^5$ realizations).

4.2 PCe strategy: PC on error problem

Figure 5a presents the error estimate obtained by applying the PC methodology on equation (14) as a function of normalized pulsation, using the sampling points $\xi_q$ as training data and the same polynomial order. This estimate is compared to the LOO estimate and the reference value.

The PC surrogate of the displacement, $x_{PC}$, is obtained as a linear combination of snapshots, each of them satisfying the linear equation (1). Thus the residue is equal to zero at this points, and finally we can conclude that the error computed using equation (18) at the sampling points $\xi_q$ is nearly equal to zero (cf. Fig. 5b). Thus the sampling points of the error $\xi^e_q$ should be different from the sampling points used for building the main surrogate.

Figures 5b to 5d present the mean square error at each frequency in dB scale, computed with the Monte Carlo
It can be observed that the mean square error is well estimated, in particular for \( p^e > p \), even if it leads to a higher numerical cost. Furthermore, the PC expansion suffers from the same drawbacks as stated previously: while the prediction remains accurate far from the resonance frequencies, the estimation of the error becomes less precise in the vicinity of resonance peaks. This is typically where the error is substantial, so this method cannot be deemed sufficiently accurate.

In the next subsection, we apply MbPCe expansion on the error problem.

### 4.3 MbPCe: modal basis PC expansion of the error problem

This part is dedicated to the case where the initial meta-model is obtained with a 1st-order PC approach, but the error surrogate is obtained using a MbPCe approach. The residual of the displacement surrogate acts as a source term, and the error can be estimated analytically as a linear combination of eigenmodes.

First, we present on Figure 6 the localization of the eigenvalues of the system (empirical histogram on the 10^5

<table>
<thead>
<tr>
<th>Mode</th>
<th>dof</th>
<th>Mean</th>
<th>Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>x_1</td>
<td>0.143</td>
<td>0.383</td>
</tr>
<tr>
<td></td>
<td>x_2</td>
<td>-0.281</td>
<td>0.765</td>
</tr>
<tr>
<td></td>
<td>x_3</td>
<td>0.112</td>
<td>0.394</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 7 presents the mean square error estimated for different levels of approximation of random eigenvectors. A zero-order approximation of the eigenmodes at the nominal design yields results that are already fairly close to the reference value. The error on the MSE have the same order of magnitude as for the LOO estimate, and is even better far from eigenfrequencies. Around eigenfrequencies though, the error is badly estimated. However, using a first order surrogate of the eigenmodes leads to a very close agreement between the estimated MSE and the reference, using the same sampling points or not. This
result is interesting because it means that, on the contrary of what has been observed in the previous section, no additional points are needed for the construction of the PC surrogate.

4.4 OR-MbPCe: one-mode reduction of modal basis

PC expansion of the error problem

Figures 8a–8c present respectively the mean square error of the first component of $\mathcal{E}_{OR-MbPC}^{(1)}$, $\mathcal{E}_{OR-MbPC}^{(2)}$, and $\mathcal{E}_{OR-MbPC}^{(3)}$, when only one mode is included in the modal superposition. Figure 8d is the result of MbPC approach with all the modes.

The modes are approximated with a first-order PC expansion.

In these figures, the whole spectrum is plotted to illustrate the fact that the results are close to the reference only in the vicinity of the selected eigenfrequency. However, in an industrial context, one could of course compute the error level at the nominal eigenfrequency only, without drawing the whole spectrum.

5 Conclusion

In this paper, an innovative approach for assessing the approximation error introduced by a surface response method, specifically the polynomial chaos method, has been presented. Classic tools are based on the measure of the error on the training data set, or on a test data set, in order to approximate the global mean square error. On the contrary, the originality of this work lies in the resolution of a stochastic residual-based problem, enabling the derivation of a local approximation of the error. This additional problem is solved using a polynomial chaos expansion with additional parameters. It is shown that if both PC metamodels, displacement and error, are generated with the same approaches, sampling and parameters, the error value is equal to zero. Thus, an accurate error estimate can only be obtained by using a polynomial order for error approximation higher than the polynomial order for displacement approximation. Furthermore, a modal based strategy of the error problem has been tested with success, a first order approximation of the eigenmodes is often enough to estimate the error, and it is possible to use only one mode to estimate the error at the resonance peaks to reduce the numerical cost. This paper represents an initial effort to demonstrate the viability of this approach. Subsequent steps will focus on addressing more practical industrial scenarios, and we will delve into the pertinent technical specifics in upcoming publications.
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Appendix A: Variables

Table A.1. List of each of the variables – Part 1/2.

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \omega )</td>
<td>scalar</td>
<td>Angular pulsation</td>
</tr>
<tr>
<td>( i )</td>
<td>scalar</td>
<td>Complex number ( i^2 = 1 )</td>
</tr>
<tr>
<td>( i, j, k, q )</td>
<td>scalar</td>
<td>Integers indexes</td>
</tr>
<tr>
<td>( M, C, K )</td>
<td>matrix</td>
<td>Matrices of mass, damping, stiffness</td>
</tr>
<tr>
<td>( F )</td>
<td>vector</td>
<td>Nodal load vector</td>
</tr>
<tr>
<td>( x )</td>
<td>vector</td>
<td>Vector of nodal displacements</td>
</tr>
<tr>
<td>( \phi )</td>
<td>vector</td>
<td>( i ) th eigenvector</td>
</tr>
<tr>
<td>( \phi )</td>
<td>matrix</td>
<td>Matrix of eigenvectors</td>
</tr>
<tr>
<td>( \omega )</td>
<td>scalar</td>
<td>( i ) th eigenpulsation</td>
</tr>
<tr>
<td>( Id )</td>
<td>matrix</td>
<td>Identity matrix</td>
</tr>
<tr>
<td>( Q )</td>
<td>vector</td>
<td>Vector of nodal amplitudes</td>
</tr>
<tr>
<td>( \omega )</td>
<td>scalar</td>
<td>( i ) th modal amplitude</td>
</tr>
<tr>
<td>( n_m )</td>
<td>scalar</td>
<td>Number of modes in structural modes expansion</td>
</tr>
<tr>
<td>( \xi )</td>
<td>vector</td>
<td>Vector of standard input parameters</td>
</tr>
<tr>
<td>( M )</td>
<td>function</td>
<td>Input-output model</td>
</tr>
<tr>
<td>( \xi )</td>
<td>vector</td>
<td>( i ) th chaos polynomial</td>
</tr>
<tr>
<td>( \xi )</td>
<td>vector</td>
<td>Number of points in NED</td>
</tr>
<tr>
<td>( \Psi )</td>
<td>matrix</td>
<td>Matrix of chaos polynomials evaluated on NED sampling points</td>
</tr>
<tr>
<td>( H )</td>
<td>matrix</td>
<td>( H = Id - \Psi \Psi^+ )</td>
</tr>
<tr>
<td>( h_q )</td>
<td>scalar</td>
<td>diagonal terms of the matrix ( H )</td>
</tr>
<tr>
<td>( p )</td>
<td>scalar</td>
<td>Maximal order of selected polynomials</td>
</tr>
</tbody>
</table>

Table A.2. List of each of the variables – Part 2/2.

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \kappa )</td>
<td>scalar</td>
<td>Ratio between the number of points in NED w.r.t the number of polynomials</td>
</tr>
<tr>
<td>( m_1, m_2, m_3 )</td>
<td>scalar</td>
<td>Values of masses in the numerical example</td>
</tr>
<tr>
<td>( k_1 ) to ( k_6 )</td>
<td>scalar</td>
<td>Stiffness of springs in the numerical example</td>
</tr>
<tr>
<td>( \omega_0 )</td>
<td>scalar</td>
<td>Reference eigenpulsation for axis normalization</td>
</tr>
<tr>
<td>( \sigma_1 ) to ( \sigma_6 )</td>
<td>scalar</td>
<td>Standard deviations of the stiffness of springs in the numerical example</td>
</tr>
<tr>
<td>( R )</td>
<td>vector</td>
<td>Vector of nodal residuals</td>
</tr>
<tr>
<td>( \tilde{\xi}_q )</td>
<td>vector</td>
<td>Vector of standard input parameters, ( q ) th sample in the NED.</td>
</tr>
<tr>
<td>( \Psi )</td>
<td>matrix</td>
<td>Matrix of chaos polynomials evaluated on NED sampling points</td>
</tr>
<tr>
<td>( MSE )</td>
<td>vector</td>
<td>Vector of mean square errors computed at each node</td>
</tr>
<tr>
<td>( MSE_{train} )</td>
<td>vector</td>
<td>Vector of mean square errors computed at each node using a MC approximation with training data</td>
</tr>
<tr>
<td>( LOO )</td>
<td>vector</td>
<td>Vector of Leave One Out error computed at each node</td>
</tr>
<tr>
<td>( n_{PC} )</td>
<td>scalar</td>
<td>Number of chaos polynomials in PC approximation of error</td>
</tr>
<tr>
<td>( p^e )</td>
<td>scalar</td>
<td>Maximum order of polynomials used for the error PC expansion</td>
</tr>
<tr>
<td>( Q^e )</td>
<td>scalar</td>
<td>Number of samples in NED for building the error metamodel</td>
</tr>
<tr>
<td>( \xi^e )</td>
<td>vector</td>
<td>Vector of standard input parameters, ( q ) th sample in the NED for building the error metamodel.</td>
</tr>
<tr>
<td>( E_j )</td>
<td>vector</td>
<td>( j ) th vector of chaos coefficients for approximating ( \xi )</td>
</tr>
<tr>
<td>( \phi_{j,PC} )</td>
<td>vector</td>
<td>PC approximation of ( j ) th eigenvector</td>
</tr>
<tr>
<td>( \lambda_{ijk} )</td>
<td>scalar</td>
<td>Coefficients used for computing PC approximation of eigenvectors</td>
</tr>
<tr>
<td>( \phi_{k} )</td>
<td>vector</td>
<td>( k ) th deterministic eigenvector</td>
</tr>
<tr>
<td>( \tilde{M}, \tilde{K} )</td>
<td>matrix</td>
<td>Approximation of modal mass and modal stiffness matrix using PC expansion of eigenvectors</td>
</tr>
<tr>
<td>( \tilde{m}<em>{ij}, \tilde{k}</em>{ij} )</td>
<td>scalar</td>
<td>( j ) th diagonal term of the modal mass and modal stiffness approximated matrices respectively</td>
</tr>
<tr>
<td>( \xi_{MBPC} )</td>
<td>vector</td>
<td>Vector of nodal errors approximated by modal based PC expansion</td>
</tr>
<tr>
<td>( \xi_{MBPC,j} )</td>
<td>vector</td>
<td>Vector of nodal errors approximated by modal based PC expansion with only the ( j ) th mode</td>
</tr>
</tbody>
</table>